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Panorama Nuclear

The Center of Technological Applications and
Nuclear Development was founded in 1987 on the
basis of the existing since 1976 National Institute
for Nuclear Researches (ININ). CEADEN is
attached to the Nuclear Energy and Advanced
Technologies Agency (AENtA), and belongs to the
Ministry of Science, Technology and Environmental
Care (CITMA). CEADEN is also part of the West
Pole of R&D institutions supervised by the Cuban
State Department.

The CEADEN scientific and technological activities
are focused on to the performance of basic and
applied researches in the fields of nuclear and
related fields, fundamental and experimental
Physics, optics and laser applications. Offering
high added value scientific and technical services
and the construction of small parties of equipment
and devices upon customer’s requirements for
several areas of the economics and the social life
are also a major part of our activities. Our main
customers are institutions or enterprises from the
public health, the agriculture and the industry
sectors, among others. The biotechnology and
biopharmaceutical industry have become one of
the major recipients of CEADEN services in the
last decades, due to the high level of specialization
and of the quality requirements imposed by this
sector.

The Center is functionally organized in 4 Divisions
(Research, Scientific & Technical Services,
Instrumentation and Administration) that
subordinate to the main Management Council and
that are responsible for accomplishing our
mission:

“To generate and commercialize products and
services based on Nuclear, Optics and Laser
techniques and sciences”.

The high proficiency and qualification of the working
personnel, as well as the following of a Quality
Assurance Policy according to the ISO 9000 and
ISO 9002 standards, have been the main premises
for CEADEN development and growth. QAS have
been implemented in all of the departments, and
the main laboratories and services have been
credited according to the ISO 17025 requirements.

Currently, CEADEN researchers head 33 Projects
of R&D, including 2 founded by National
Programs,19 from the AENtA Nuclear Program, 8

El Centro de Aplicaciones Tecnológicas y
Desarrollo Nuclear, se fundó en 1987 contando
como antecedente inmediato en el país, la
existencia desde el año 1976 del Instituto
Nacional para las Investigaciones Nucleares
(ININ). El CEADEN está adscrito a la Agencia de
Energía Nuclear y Tecnologías de Avanzada  y
pertenece al Ministerio de Ciencia, Tecnología y
Medio Ambiente, es además uno de los centros
del Polo Científico del Oeste que atiende el
Consejo de Estado de la República de Cuba.

Las actividades científico-técnicas del CEADEN
incluyen las investigaciones básicas y aplicadas
de las técnicas nucleares y conexas, además de
la física teórica y experimental, la óptica y el láser,
también forma parte de su actividad fundamental
la prestación de servicios científico-técnicos, con
alto valor agregado y el desarrollo y la producción
de equipos en pequeñas series, componentes y
partes. Tanto los resultados de las
investigaciones, como los servicios científico-
técnicos y las producciones tienen aplicaciones
en los diferentes sectores socio-económicos del
país como son: la salud pública, la industria
médico-farmacéutica, la industria en general y la
agricultura, que constituyen los principales
clientes del Centro.

El CEADEN está estructurado en una Dirección y
cuatro subdirecciones: Investigaciones, Servicios
Científico-Técnicos, Instrumentación  y
Administrativa, las cuales garantizan el
cumplimiento satisfactorio de su misión:

“Generar y comercializar, productos y servicios a
partir de la Ciencia y la Técnica Nuclear, Láser,
Óptica y Conexas”.

Una de las premisas principales para el
desarrollo y crecimiento del CEADEN es el
establecimiento de una Política de
Aseguramiento de la Calidad según las Normas
ISO 9000 e ISO 9002, lo cual ha garantizado la
implantación del sistema de calidad en la
mayoría de sus áreas de investigación,
producción y servicios, así como la acreditación o
certificación de sus servicios, laboratorios y
ensayos fundamentales.

Actualmente, el CEADEN participa como centro
cabecera en un total de 33 proyectos de
investigación, de ellos 2 de Programas

CEADEN: 17 YEARS AT THE SERVICE
OF CUBAN SCIENCE AND

TECNOLOGY

CEADEN: 17 AÑOS AL SERVICIO DE
LA CIENCIA Y LA TECNOLOGÍAS

CUBANAS
Dtor. Juan G. Darias González

Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN)

Calle 30 No. 502, e/ 5ta y 7ma

Playa, Ciudad de La Habana, Cuba

email:root@ceaden.edu.cu
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from the AENtA Optics and Laser Program, 1
Project in the Environmental Care Program and 3
projects not directly associated to Programs.

The International Atomic Energy Agency (IAEA) is
the main partner in the international collaboration.
3 ARCAL projects, 1 Technical Assistance Project
and 3 Research Co-ordinated projects are in due
course. Several CEADEN specialists often pay
technical assessment to developing countries as
IAEA experts. CEADEN researchers take part in
bilateral collaborative projects with ININ and CIO
(Mexico), EPFL (Switzerland), UA (Belgium), INFN
(Italy), as well as in two international projects:
ALPHA (EU) and ALICE (CERN).

Two international conferences are organized
biannually to join scientists working in our fields of
research: TECNOLÁSER and NURT.

TECNOLÁSER is included in the Convention and
International Fair of Metallurgy, Mechanics and
Recycling Industries (METÁNICA) and its scope
extends to:

· Laser processing of materials.
· Laser techniques in medicine and biology.
· Optics in spectroscopy and measurement.
· Optic and laser instrumentation in mechanics
and automation.
· Opto-electronics
· Laser in industrial applications
· Image processing.

The NURT Symposia (Nuclear and Related
Techniques) are one of the key Cuban
scientific meetings dealing with the peaceful
applications of nuclear techniques in all
domains of the society. They are arranged with
a two-year frequency and provide a unique
opportunity for the international scientific
community to meet outstanding researchers
and to discuss current trends and tasks in
several areas of applied, nuclear related
topics.

The first four editions of the NURT were
organized under the auspices of the
International Atomic Energy Agency in 1997,
1999, 2001 and 2003, and hosted around 150
delegates and invited scientists from more than
40 countries from all over the world. Since 2001
NURT is organized by CEADEN and joins
simultaneous Workshops devoted to specific
topics. Selected papers from NURT´2003 are
presented in this issue of NUCLEUS.

Nacionales, 19 del Programa Ramal Nuclear,
8 del Programa Ramal de Óptica y Láser, 1
Proyecto del Programa Ramal de Medio Ambiente
y 3 Proyectos no Asociados a Programas.

Desde el punto de vista internacional, el
Organismo Internacional de Energía Atómica (OIEA)
representa la principal institución con la cual
CEADEN mantiene relaciones de colaboración, en
estos momentos: 3 Proyectos ARCAL*, 1 Proyecto
Nacional de Cooperación Técnica y 3 contratos
dentro de los Proyectos Coordinados de Investi-
gación. Además, especialistas del Centro
participan en proyectos de colaboración interna-
cional con el ININ y CIO de México, EPFL de Suiza,
en un Proyecto ALFA patrocinado por la Unión
Europea y un proyecto de la Organización Europea
de Investigaciones Nucleares (CERN).

Para la confrontación entre especialistas de las
diferentes temáticas que están en las líneas de
investigación del CEADEN, se organizan dos
eventos de carácter internacional: El
TECNOLÁSER y el NURT.

TECNOLÁSER es un evento bianual que se
desarrolla en el contexto de la Convención y Feria
Internacional de las Industrias Metalúrgica,
Mecánica y del Reciclaje, METÁNICA, y tiene entre
sus temáticas principales:
· Procesamiento de materiales con láser.
· Tecnologías láser en la medicina y biología,
técnicas ópticas de medición y espectroscopía.
· Instrumentación óptica, electrónica, mecánica y
automatización asociadas a la técnica láser.
· Desarrollo y construcción de instalaciones láseres.
· Optoelectrónica.
· Aplicaciones del láser en la industria.
· Procesamiento de imágenes.

El Simposium NURT (Nuclear and Related
Techniques) constituye un evento de gran
significación para la comunidad científica nacional e
internacional, por cuanto brinda una oportunidad
única para discutir las tendencias actuales e
importantes resultados alcanzados en las
investigaciones básicas y aplicadas que se realizan
en diferentes campos de aplicaciones nucleares.

Organizados con una frecuencia bianual desde
1997, las cuatro primeras ediciones de esta
importante reunión han contado con una asistencia
promedio de alrededor de 150 delegados, de los
cuales aproximadamente la mitad provienen de
numerosas instituciones de casi 40 países. Desde
la tercera edición (2001) este evento se organiza en
forma de talleres dedicados a temas específicos y
que sesionan de forma simultánea. En este
número de la revista se presentan una parte de los
trabajos expuestos en el NURT 2003.

*Acuerdo Regional de Cooperación para la Promoción de
la Ciencia y Tecnología Nucleares en América Latina
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TXRF ANALYSIS OF Cu AND Zn IN BLOOD SERUM

FROM HEMODIALYSIS PATIENTS

INTRODUCTION

The attention paid to the role of metals in the
biochemical processes of the human
methabolism has considerably increased during
the last years. Researches have focused into two
major stream directions: to reveal the relevance for
life metabolism of essential metals and to assess
the toxicity levels of other metals and the
mechanisms of their assimilation. Among the first
category, an important field is the study of
nutritional problems.

Undernourishment is present in a significant part
of the patients suffering of different levels of
chronic renal disease. An unpublished study
carried out at the Hospital “Hermanos Ameijeiras”
revealed that 53% of the patients undergoing
hemodialysis showed symptoms of
undernourishment or were about to fall into that
condition.

Román Padilla Álvarez1, Jorge F. Pérez-Oliva2, Iván Pupo González1

1Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN), calle 30 No. 502, e/ 5ta Ave. y
7ma, Playa, Ciudad de La Habana, Cuba

2Instituto de Nefrología “Dr. Abelardo Buch López”
padilla@ceaden.edu.cu

ANÁLISIS FRXRT DE Cu Y Zn EN SUERO SANGUÍNEO
DE PACIENTES CON HEMODIÁLISIS

Resumen

Durante  los últimos años muchos estudios de nutrición se han concentrado en revelar la importancia del
zinc y el cobre en varios procesos del metabolismo. Los pacientes que padecen de enfermedad crónica
renal constituyen un grupo poblacional cuya nutrición está afectada por el proceso de diálisis. Esta
investigación estuvo encaminada a determinar los niveles de concentración de zinc y cobre en pacientes
con hemodiálisis que presentan un estado diferente de condición nutritiva. Se implementó y se validó un
procedimiento para el análisis del suero sanguíneo por fluorescencia de rayos X por reflexión total. Los
beneficios del método aplicado son su simplicidad y especificidad, asegurando una reproducibilidad y
exactitud superiores al 15%. Se da una interpretación preliminar de los resultados.

Abstract

Researches to study the role of essential trace elements in the metabolism have considerably increased
during the last years. Among them, nutrition studies have focused into revealing the relevance of both
zinc and copper in several metabolism processes.
The patients suffering from chronic renal disease constitute a population with nutrition being affected by
the process of dialysis. The present research was aimed to determine the concentration levels of zinc
and copper in hemodialysis patients presenting different state of nutritional condition.
A procedure for direct total reflection X-ray fluorescence analysis of blood serum was implemented and
validated. The benefits of the implemented method are its simplicity and express features, ensuring
reproducibility and accuracy better than 15%. A preliminary interpretation of the results of the analysis
of 60 patients is given.

Key words: blood serum, elements, X-ray fluorescence analysis, dialysis, kidneys, patients

Symptoms of energetic and/or protein depletion
can be recognized in undernourished patients.
The depletion on zinc or copper are not so evident,
and even when they can be indirectly inferred from
changes in the skin or mucus, a direct estimation
is possible only by analytical methods.

The low concentration levels hamper the analysis
of metals in body fluids. Most of the analytical
instrumentation with sensitivity reaching the sub-
ppm level is rather expensive, and therefore is
often not available to institutions from developing
countries.  Total reflection X-ray fluorescence
(TXRF) is probably one of the techniques offering a
reasonable cost to benefit ratio for the intended
purpose. The technique was firstly implemented at
the end of the 1970’s [1,2], and has been improved
by several instrumental modifications [3-5]. The
introduction of reflecting multilayer structured
devices [6] allowed tuning the energy of the
excitation radiation and drastically to reduce the
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spectral background resulting from scattering by
the sample of the incident radiation. Such
monochromation of the excitation radiation has
been of great advantage when analyzing higher
density solutions, in particular biological fluids
[7-9]. TXRF has been successfully applied to the
analysis of biological materials [10], body fluids
[11-14], biological tissues [15-21], and lately to the
study of the mechanisms of action of different
enzymes and pharmaceuticals [22-24].

The present study was aimed to determine the
concentration levels of zinc and copper in
hemodialysis patients presenting different
nutritional condition. A procedure for direct TXRF
analysis of blood serum was implemented and
validated, being its main advantages simplicity and
express feature. The procedure ensures
reproducibility and accuracy better than 15%. Some
tendencies in the obtained results are commented.

MATERIALS AND METHODS

The information on micro and trace elements
concentration in blood serum from chronic renal
disease is seldom available. The more recent
results reported by a research team comparing the
concentrations of trace elements in blood between
patients and control subjects are summarized in
two papers [25,26]. These results were used as
background information in this work and are
summarized in table 1.

Notes: CAPD - Patients from continuous
ambulatory peritoneal dialysis
HD - patients from hemodialysis
N    - number of cases

The concentration values of both copper and zinc
are around one part per million, thus making TXRF
a suitable technique for their analysis. In order to
avoid sample dilution or contamination from
reagents used in sample digestion, a direct
measurement procedure was implemented.
60 individuals undergoing hemodialysis at the
Instituto de Nefrología conformed the studied
population. The age of the patients was between
30 and 80 years, and all of them had undergone
HD treatment for more than 6 months. Individuals
suffering from Diabetes Mellitus were excluded
from the study. The patients were subdivided into
two groups, corresponding to the criteria shown in
table 2.

Although both creatinine and urea are not direct
indexes of nutrition (in fact their values are
elevated for all HD patients), the changes in time
for an individual may provide and indirect measure
of the nutrition. As far as creatinine is related to
muscular mass, its decrease can indicate a
nutritional depletion, and urea can drop to extreme
low levels in cases of undernourishment.
Three rounds of sampling were conducted
(November-2002, April-2003 and August-2003).

Table 1. Comparison of Zn and Cu concentrations between chronic renal disease patients and control
populations

Table 2. Criteria of differentiation between groups

Administrador
Line

Administrador
Line

Administrador
Line
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10 mL of blood were collected from patients in acid
leached glass tubes before the start of the midweek
hemodialysis session, in an effort to avoid
concentrations altered by the weekend recess. The
samples were allowed to settle for two days in
refrigeration (8 oC) before taking the serum fraction.
The collected serum was centrifuged at 3 500 rpm
for five minutes and 1.8 mL were transferred to a
2 mL flask containing 200 mL of 50 mg/mL Ga
solution. 5 mL of the spiked serum (final
concentration of the internal standard being of
500 mg/L) were deposited and evaporated on
quartz reflectors for three successive times in order
to increase the counting statistics [9].

Sample evaporation was carried out in a vacuum
chamber within a laminar flow cabinet to avoid
contamination. Further deposition showed no
increase in the measured TXRF spectrum.
The concentration of each element (Wi) was
calculated from the measured ratio of its
fluorescent peak area (Ni) to the peak area of the
internal standard (Nst) using the resulting internal
standard concentration (WSt) and the linear relative
sensitivity calibration curve.

            (1)

RESULTS

Method validation:
A pool serum sample was used to assess the
characteristics of performance of the method. The
validity of TXRF ‘thin’ layer assumption was checked
by plotting the relative increase of the fluorescent
peak area while increasing the amount of deposited
drops (figure 1). For Fe, Cu and Zn the relative
increase in peak areas showed a good correlation
on linear tendency. For lighter elements (K, Ca) this
assumption is not valid, thus constraining the
analysis to the determination of only those elements
with energies larger than 6.4 keV (Fe-Ka).

Detection limits were calculated from expression
(1) substituting the peak areas by three times the
square root of the background under the peak

(3 Nb). No significant improvement was noticed
when depositing more than 3 drops, and a

measuring time of 30 minutes was found to be a
good trade off to reduce the time of the analysis
without affecting the sensitivity (see figure 2).

Figure 1. Validity of thin film assumption.

Figure 2. Detection limits achieved.

The reproducibility of the results from five different
replicates was found better than 8%. The accuracy of
the results was compared with two other different
methods: External standard addition and Direct TXRF
analysis and atomic absorption spectroscopy (AAS).

For external standard addition a series of 5 samples
was prepared, with final added concentrations of 0,
500, 1000, 1500 and 2000 mg/L. Volumes of
N x 0.1 mL of 50 mg/mL Fe, Cu and Zn solutions
were added to 10 mL flasks (N = 0, 1, 2, 3, 4,
respectively). 0.2 mL of 50 mg/mL Ga solution and
1.8 mL of the serum composite sample were added
to each flask, which were completed to final volume
with bi-distilled and de-ionized water.

For AAS 10 mL of the composite serum sample were
heated to dryness in a platinum die. The dry residue
was burned at 800 oC in an oven and dissolved with
2 mL of HNO3 (PA). The sample was then diluted to
10 mL with bi-distilled and de-ionized water and
further measured in a flame spectrometer.

The results obtained by the three independent
methods are shown in table 3. The discrepancies
were found to be less than 10% of the average
value of the three analyses.

An assessment of the main sources contributing
to the overall uncertainty of the method revealed as
the most relevant the uncertainties related to peak
areas N (analyzed element and internal standard)
and relative instrumental sensitivity S [27]. The
contribution due to reproducibility uncertainty was
estimated from the relative standard deviation of
five replicate analyses. A summarized budget of
the uncertainties is given in table 4.
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The combined uncertainty of the method is
calculated by the expression (2).

                        (2)

(3)

                                   (4)

                                   (5)

where s and c2 are the peak area error and
goodness of fitting as provided by the AXIL
software and var(yq ) is the variance of the
calibration line (1) for element i.

Interpretation of the results of the analyses

The collected data consisted of the concentrations
of copper and zinc in three consecutive
measurements. As an initial exploration, the
possible correlation with some clinical parameters
was inspected (figures 3 and 4).

Figure 3. Correlation between values at the start of the
study and further evolution of the patients.
Legend: T_OK – Stable condition after kidney
transplantation; T_HD – Return to hemodialysis after
kidney transplantation; D_PT – Decease after kidney
transplantation; DEC – Decease; CONT – Continuing on
hemodialysis.

Figure 4. Correlation between values at the start of the
study and results of the C-Reactive protein.

Table 3. Comparison of the results of three independent methods

Table 4. Uncertainty budget estimation

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line
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No evident correlation was found with albumin
values neither for zinc or copper concentrations.
However, all of the cases of decease during the
term of the study presented lower values of
albumin and higher concentrations of copper.
The evolution of the patients and the respective
tendencies in the concentrations of zinc and
copper is more clearly shown in figure 5.

Figure 5. Evolution of the patients.

Another figure of interest was the concurrence of
high values of the C-reactive protein with large
values of copper concentration. Four of the five
cases of decease revealed anomalous values of
the C-reactive protein as well (PCR in figure 4). C-
reactive protein has been considered as an index of
chronic inflammatory condition in the international
practice, and it is therefore expected to be
associated to cardiovascular caused mortality.

The increase of copper concentration with the
time on hemodialysis practice reported in [26]
was not observed in our study. The smaller
amount of analyzed cases, as well as the relative
larger spread in our results might be contributing
to such disagreement. However, the
concentration of zinc seems to decrease with the
age, while the concentration of copper tends to
slightly increase (figure 6).

Figure 6. Tendencies in Copper and Zinc concentration
changes with age.

The albumin values of several patients changed
during the study. The increase on albumin seems
to be correlated with the increase of zinc and the
decrease of copper concentrations (see figure 7).
It can be assumed that the increase in zinc
concentration expresses an improvement in the
nutritional status of the patients, and probably
inhibits the increase in copper concentration.

Figure 7. Correlation between albumin changes and metal
concentrations.

The whole data set was re-arranged into four
categories to explore the feasibility of using their
respective median values of copper and zinc as
differentiating markers. Group 1 corresponds to
patients with albumin values higher than 35 g/L and
group 2 to patients with values less than 35 g/L.
Group 3 comprises the cases of decease after
kidney transplant and group 4 includes the cases of
decease while still on hemodialysis.

The mean ranks of each group are shown in table
5. For all of the cases corresponding to decease
the values of albumin are the lowest, while copper
concentrations are the highest. The patients that did
not survive the transplant have the lowest levels of
zinc. The results of the Kruskal-Wallis test revealed
as the most significant differentiating variables the
albumin and copper levels.

Table 5. Mean ranks for each category

Kruskal-Wallis test
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CONCLUSIONS

The average concentration levels of copper and
zinc found in this study are slightly larger than the
values reported elsewhere. Such differences
might be conditioned both by dietary causes and
by differences in the type of hemodialysis
products.

The lowest concentrations of zinc were found in
the cases of worst nutritional condition, reflecting
the importance of this element for nutrition. A direct
indication is the correlation found with the changes
in time on albumin concentration.
The mortality was found correlated with the higher
values of copper, in particular with values
exceeding 2500 mg/L.
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RUPTURA VS. FUSIÓN TOTAL PARA NÚCLEOS
DE ENLACES DÉBILES

Resumen

Se midieron las secciones eficaces de fusión para los sistemas 6,7Li + 27Al, 64Zn, a energías superiores a la
barrera de Coulomb con el objeto de estudiar la influencia de la ruptura de núcleos estables débilmente
enlazados en el proceso de fusión. El análisis se completó con la inclusión de los datos de fusión inducida
por 9Be y los proyectiles firmemente enlazados en los mismos blancos, y  con la fusión de estos proyectiles
débilmente enlazados en los blancos pesados. Las funciones de excitación de fusión para los blancos
pesados se suprimen, al compararlas con las predicciones de modelos de penetración de barrera simple y
cálculos de canales acoplados que no tienen en cuenta el proceso de ruptura. Sin embargo, para los blancos
medianamente ligeros no hay ninguna marca de obstrucción de fusión.

Abstract

Fusion cross sections were measured for the 6,7Li + 27Al, 64Zn systems, at energies above the Coulomb
barrier, in order to study the influence of the break-up of stable weakly bound nuclei on the fusion process.
The analysis was completed by the inclusion of the data of fusion induced by 9Be and tightly bound projectiles
on the same targets, and fusion of the same weakly bound projectiles on heavy targets. The fusion excitation
functions for the heavy targets are suppressed, when compared with predictions of single barrier penetration
models and coupled channel calculations that do not take into account the break-up process. However, for
the medium-light targets there is no signature of fusion hindrance.

Key word:  beryllium 9 reactions, breakup reactions, cross sections, elastic scattering, incomplete
fusion reactions, lithium 6 reactions, lithium 7 reactions, sinc 64 target

INTRODUCTION

The effect of the break-up process on the fusion cross
section has been  investigated in the last years, and in
the present it is still  far from being full understood.
There is a special  interest on this subject  due to the
recently available radioactive beams of very weakly
bound nuclei. Due to the low intensities of the
radioactive beams, it is very convenient to produce
fusion reactions  with the high intensity stable beams
that are weakly bound, and consequently should have
a significant break-up probability.

Theoretically there are models that predict  the fusion
cross section enhancement, when compared with
the fusion induced by strongly bound nuclei, due to
the presence of low lying weakly-bound or unbound

states, particularly important at sub-barrier energies,
where the coupling effects on the fusion may be
strong. On the other hand, some models  suggest
the hindrance of the complete fusion, due to the loss
of incident flux in this channel, caused by the break-
up. There are also predictions of  fusion cross
section enhancement at sub-barrier energies and
fusion hindrance at above barrier energies.

If one wants to have a comprehensive view of this
problem, one has to study different energy regimes,
from the sub-barrier to well above barrier energies and
also one has to span  different nuclear masses, in
order to investigate the effect, on the fusion, of nuclear
and Coulomb break-ups. The suitable nuclei for this
kind of study are 9Be, 6Li and 7Li, that have small
separation energies: 6Li breaks-up into 4He + 2H, with
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separation energy Sα = 1.48 MeV; 7Li into 4He + 3H, with
Sα= 2.45 MeV and 9Be into 8Be+n® n+4He+ 4He, with
Sn = 1.67 MeV or into 5He + 4He, with Sα= 2.55 MeV. The
comparison between the fusion cross sections
induced by them and by tightly bound nuclei on the
same targets is important for the understanding of the
effect of the break-up on the fusion process.

In such studies, different reaction mechanisms
should be considered: elastic break-up (BU)
corresponding to either large or low partial waves;
inelastic break-up, particularly incomplete fusion (ICF)
and complete fusion (CFBU) of the break-up
fragments. In order to contribute to this field, we have
measured the fusion cross sections for the 6,7Li + 27Al,
64Zn systems, at energies above the Coulomb barrier
[1]. The group at UFF have measured the fusion of 9Be
with the same targets [2,3] and the fusion with heavy
targets [4,5]. In this paper we try to give an overall view
of the field, based on those results.

THE EXPERIMENTAL SET-UP AND MEASUREMENTS

The experiments were performed at the 20-UD
tandem accelerator of the TANDAR Laboratory, at
Buenos Aires. Beams of 6,7Li were produced by a
SNICS type ion source, from cathodes consisting of
a mixture of 70%  lithium isotopes, with 30% silver
powder. The beam energies at the laboratory
system ranged from 24.0 to 43.0 MeV, well above
the nominal Coulomb barriers (VB Lab ≈15 MeV and
≈10 MeV for 64Zn and 27  Al targets, respectively). The
incident beam was collimated, at the entrance of
the scattering chamber, by a 2 mm lead collimator.
The 27Al target was self supported, with thickness of
46 mg/cm2. The metallic 64Zn target, with thickness
of 50 mg/cm2, was deposited on a 10 mg/cm2

carbon backing. The detector system was a time of
flight (TOF) heavy ion system, specially designed
and built for these experiments, and described in
details in another paper from this conference [6].

The masses of the residual nuclei originated from
the complete fusion (CF) and those from the
incomplete fusion (ICF) are mostly the same, and
therefore we were not able to separate CF from
ICF. So, the measured fusion cross sections
correspond to the sum of these two processes.

THE FUSION CROSS SECTIONS

Differential fusion cross sections were measured
for qLab = 10o, 12o, 150o and 20o, for the 6,7Li + 27Al
and for qLab = 10o, 12o, 15o, 20o and 30o for the 6,7Li
+ 64Zn reactions. The maxima of the angular
distributions are located at θLab ≈10o to 15o, and the
measured angular ranges cover around 60% of
the complete angular distributions, according to
the shape of the theoretical predictions obtained
by the statistical code PACE [7]. The extrapolation
to the most forward and backward parts of the
angular distributions were performed using the
code PACE. The precision of this method allows
the evaluation of the complete angular
distributions with accuracy of the order of 5%.

The efficiency of the MCP start detector was
calculated for each spectrum, as the ratio between
the number of coincidence events with the MCP
detector recorded by the PIPS detector, and the
number of counts in the single spectrum recorded
by this stop detector.  Its value is within the range
0.13-0.20 obtained for the 7Li + 64Zn reactions, and
0.28-0.38 obtained for the 7Li + 27Al reactions. The
associated uncertainties in these values are in the
range 2-4%.

The normalization of the fusion cross sections were
obtained by counting the elastic scattering events in
the spectra, when the experimental conditions were
such that the scattering was purely Rutherford.
Otherwise, it was obtained using the integrated beam
current in the Faraday cup. From the comparison of
the normalization factors obtained when both
methods could be applied  imultaneously, it was
proved that the normalization method using the
Faraday cup was quite reliable.  When the first method
was used, the associated uncertainty was around 2%,
otherwise it was the sum of three contributions:
around 2% from the beam intensity, 5% from the target
thickness and 1% from the solid angle detection
system determination.

The overall error bar for the total fusion cross
sections was found to be of the order of 6-8% for
the 6,7Li + 64Zn systems, and 7-10% for the 6,7Li + 27Al
systems (see table 1).

Table 1. Total fusion cross sections measured in this work
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DISCUSSION OF THE RESULTS

Before the discussion of our results, we will comment
the main results from the measurements, performed
by the UFF group and collaborators, for the fusion of
heavy targets, within the general overview that we
propose to give. Complete fusion cross sections were
measured for the 6,7Li + 209Bi  [5] and 9Be + 208Pb  [4]
systems. For all of them, single barrier penetration
calculations (SBPC) and coupled channel
calculations (CCC), without the inclusion of any
projectile break-up effect, predict larger values than the
experimental ones at above barrier energies.
Agreement between the measured and calculated CF
cross sections at high energies can only be obtained
if the calculated cross sections are scaled by factors
equal to  0.66 for 6Li, 0.74 for 7Li and 0.68 for 9Be.

It is interesting to notice that although the
suppression of the CF cross sections at high
energies was found to be similar for the different
systems, the strongest CF suppression occurs for
the 6Li projectile, that has the smallest break-up
separation energy, and the smallest occurs for the
7Li, for which this value is the highest among the
three projectiles. Therefore, the data at high energies
show that the break-up process inhibits the CF cross
section at this energy regime, and there is a
signature that the suppression factor increases as
the break-up separation energy decreases, although
the differences in the fusion cross sections are not
so remarkable as the differences in the break-up
threshold energy and in the elastic break-up cross
sections of similar systems might suggest.

These cross sections were found to be large and
much higher than the fusion cross sections at sub-
barrier energies, and there is a very strong dependence
of the elastic break-up cross section with the break-up
threshold energy. The reaction cross sections derived
for some of these systems also increase strongly
when the projectile break-up threshold energy
decreases.  However, the large difference between the
break-up cross sections for different weakly bound
projectiles are not reflected in the fusion cross section
(see table 2).

The question now is the following: Is it possible to
extend the conclusions for heavy targets to medium–
light mass (19 ≤ A ≤ 64) target nuclei? In order to
answer this question we have performed similar
analysis for our data and we have also  compared the
fusion excitation functions of several  systems: the
weakly bound 6,7Li and 9Be, and the tightly bound
16,17,18O, 14N, 12C  and 10,11B nuclei as projectiles and the
19F, 27Al, 29Si and 64Zn nuclei as targets. Only the CF +
ICF cross sections were determined for all the
systems, except for the 9Be + 64Zn, for which the CF
cross sections were measured and the ICF cross
section was found to be negligible [3]. We suppose
that the ICF is also not important for similar systems,
as opposed to the behavior when systems with heavy
targets are used. Each fusion excitation function was
fitted by SBPC. This is justified in the energy region
above the Coulomb barrier, where inelastic and
transfer channels couplings do not affect the fusion
cross section significantly. If the break-up process had
an important influence on the fusion cross section, the
derived barrier parameters should have anomalous
values. However, reasonable fits were obtained for all
the systems, and the barrier parameters agree with
the values from systematic, within the usual
fluctuations around the average values.

Figure 1 shows the reduced fusion excitation
functions for the 6,7Li, 9Be, 16O + 64Zn systems. The
fusion excitation functions for these systems are
very similar, regardless of the presence or
absence of weakly bound nuclei. The same
behavior is found when we compare the excitation
functions of the 6,7Li, 9Be, 11B, 16O +27Al systems, as
shown in figure 2;  9Be +27Al, 29Si  and 11B +27Al
systems (the last one leads to the same
compound nucleus as 9Be +29Si); 18O+10B, 17O +
11B, 19F + 9Be - all the three leading to the same
compound nucleus; 19F + 9Be and 19F + 12C.
Therefore, the fusion excitation functions, which we
expect to correspond to CF, for the medium-light
systems do not seem to be influenced by the
break-up process and do not show any
dependence on the projectile separation energy,
within the ~ 10% uncertainties of the
measurements.

Table 2. Barrier Parameters obtained by the fitting of the fusion excitation functions, using the Wong model,
and the barrier parameters obtained from the systematic
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Although more sophisticated quantum mechanical
calculations, including continuum discretized coupled
channels and nuclear structure effects, are required to
understand the correlation between break-up, fusion
and scattering mechanisms involving stable weakly
bound nuclei, we believe that a simple picture of the
process can be given at the moment, based on the
experimental results presented in this paper, for
energies above the Coulomb barrier. The BU
corresponding to large partial waves is related to the
measured  elastic break-up cross sections, and does
not affect  the CF cross section, since these
mechanisms are concerned with different partial
waves. The fusion cross section should be affected by
processes and interactions that take place near the
nuclear surface of the colliding nuclei, where the
fusion is decided. The results show that the sum of
ICF + CF cross sections correspond to the predictions

of CCC and SBPC, without the inclusion of the BU
process, for the whole mass range of the target.

Therefore, the BU process that occurs near the
Coulomb barrier radius leads predominantly to the
absorption, by the target nucleus, of one or all the
fragments. The probability that only one of the
fragments fuses with a heavy target, leading to ICF, is
likely to occur at any energy above the barrier. This is
the mechanism responsible for the CF suppression
at energies above the barrier, corresponding to a
significant fraction of the total fusion cross section (of
the order of 30%). For medium-light mass targets,
however, the ICF is negligible, at least within the
experimental error bars of the measured fusion cross
sections (of the order of 10%). The conclusions
related to the negligible ICF cross section for light
targets may not  be a priori extended to halo nucleus
projectiles, due to their abnormal large radii.
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Figure 1. Reduced fusion excitation functions of different
projectiles on the 64Zn target.

Figure 2. Reduced fusion excitation functions of different
projectiles on the 27Al target.
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MEDICIÓN DE LA SECCIÓN EFICAZ DE FUSIÓN
PARA LOS SISTEMAS 6,7Li + 27Al, 64Zn  POR LA TÉCNICA

DE TIEMPO DE VUELO

Resumen

Para estudiar el papel de la desintegración nuclear y coulombiana en la fusión atravesando diferentes
masas del núcleo blanco, se desarrolló un Espectrómetro de Ión Pesado de Tiempo de Vuelo. En esta
contribución se presentaron las secciones eficaces de fusión para los sistemas 6,7Li + 27Al y 6,7Li+64Zn
medidas al bombardear con energías cercanas y superiores a la barrera coulombiana. Los experi-
mentos se realizaron en Acelerador Tándem 20 UD del Laboratorio Tandar, CNEA, Buenos Aires. El
equipo de detección incluye un MCP y un BSD (las pipas) como detectores de “comienzo” y “parada,”
respectivamente, con una distancia de vuelo de 1.70 m. Algunas mejoras para perfeccionar la
resolución de tiempo, que se llevan a cabo en este momento, también serán reportadas en este
trabajo. Recientemente se han estudiado las secciones eficaces de fusión de las energías sobre la
barrera de Coulomb para los sistemas 6Li +27Al y 6Li +64Zn. El trabajo presenta los resultados prelimina-
res (julio de 2003) de la continuación natural de las medidas anteriores, es decir las secciones
eficaces de fusión para energías por debajo de la barrera para dichos sistemas.

Abstract

In order to study the role of the nuclear and Coulomb break-up on the fusion by spanning different
target nucleus masses, a Time-of-Flight Heavy Ion Spectrometer was developed. In this contribution
we present the fusion cross sections for the systems 6,7Li + 27Al and 6,7Li+64Zn measured at bombarding
energies near and above the Coulomb barriers. The experiments were performed at the 20 UD
Tandem Accelerator of the Tandar Laboratory, CNEA, Buenos Aires. The detection assembly includes
a MCP and a BSD (PIPS) as “start” and “stop” detectors, respectively, with a 1.70 m flight distance.
Some improvements for optimizing the time resolution, being carried out at this moment, will also be
reported in this work. Recently we have studied fusion cross sections at energies above the Coulomb
barrier for the 6Li +27Al and 6Li +64Zn systems. In the present work the preliminary results (July 2003)
of the natural continuation of the previous measurements, i.e. fusion cross-sections at sub-barrier
energies for the same systems, are presented.

Key words: beryllium 9 reactions, breakup reactions, cross sections, elastic scattering, lithium 6
reactions, lithium 7 reactions, zinc 64 target, aluminium 27 reactions
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INTRODUCTION

The influence of the break-up of stable and radioactive
nuclei on the fusion process at energies above and
below the Coulomb barrier, has taken great interest in
the last years. Recently we have studied fusion cross
sections at energies above the Coulomb barrier for
the 6Li +27Al and 6Li +64Zn systems [1]. In the present
work the preliminary results (July/2003) of the natural
continuation of the previous measurements, i.e.
fusion cross-sections at sub-barrier energies for the
same systems are presented.

The role of the break-up process of weakly bound
nuclei on the fusion mechanism, at near and sub-
barrier energies, is not yet quite understood. This
subject is nowadays particularly interesting,
because radioactive beams with halo nuclei
become available. The study of reactions induced
by stable weakly bound nuclei, such as 6,7Li and
9Be, may also contribute significantly to the
understanding of the processes. The break-up of
the valence nucleons in the entrance channel may
remove flux from the complete fusion channel, if
just one of the parts of the broken nucleus is
captured by the target, and consequently decrease
the complete fusion probability [2-5].

In order to study the role of the nuclear and
Coulomb break-up on the fusion by spanning
different target nucleus masses a Time-of-Flight
Heavy Ion Spectrometer was developed. Some
improvements for optimizing the time resolution,
will also be reported in this work.

EXPERIMENTAL SET-UP AND MEASUREMENTS

The experiments were performed at the 20-UD
tandem accelerator of the TANDAR Laboratory, at
Buenos Aires. Beams of 6,7Li and 9Be were produced
by a SNICS  type ion source and accelerated at
energies ranging from 14 to 43 MeV, below and
around the Coulomb barrier. The 27Al target was self-
supported, with thickness of 46 Wg/cm2. The metallic
64Zn, with a thickness of 50 Wg/cm2, was deposited
on a 10 Wg/cm2 carbon backing. The detector
system was a time of flight (TOF) heavy ion system,
specially designed and built for these experiments. A
zero-time detector (Micro Channel Plate (MCP) (3
stages Burle MCP) was used as a start detector and
a passivated implanted planar silicon (PIPS)
detector (Canberra TMPD900-27-300) as the stop
detector. The total FWHM resolution for the system
was 750 ps for a typical time of flight of 400 ns.

Figure 1 shows, schematically, the experimental
setup. The incident beam was collimated, at the
entrance of the scattering chamber by a 2 mm lead
collimator. Another lead collimator was placed at the
entrance of the time of flight tube, in order to shield the
micro-channel plates of the start detector from the
intense X-rays produced when the beam impinges on
the target. The flight distance for reaction products
between the start and stop detectors was 173 cm.

The reaction products at different scattering angles
were detected taking advantage of a sliding flange
between the scattering chamber and the TOF line,
allowing angular distribution measurements at a
reasonably wide angular range, and with angular
uncertainties of  0.5º.

Figure 1.  Schematic picture of the experimental set-up of
the time of flight device used in the present work.

Figure 2 shows the electronic scheme designed for
this experiment. The challenge on our spectrometer
was associated with the wide energetic and mass
range of reaction products. The detection of heavier
fusion products, at energies near to its energy loss
limit, was an obstacle for the fast electronic, which
should be able to separate the elastic peaks from
light ions scattered on 64Zn and the contaminants
12C and 16O.

The acquisition of temporal and energetic
spectra by separate and in coincidence was
carried out using an AD811 module and the
CANDA acquisition code. At the same time the
energetic spectrum was collected without
coincidences by an ORTEC multi-channel
analyser MAESTRO A65 BI.

Figures 3(a) and 3(b) show typical energy vs.
TOF spectra, taken for ELab=43 MeV and
θLab=10o, for 6Li + 64Zn and 27Al systems,
respectively. The enlargement shows that the
system was able to separate events differing by
one unit of atomic mass and that the fusion
reaction products are well separated from the
fusion products with 12C backing and 16O
contaminants. The electronic cut-off threshold
was set close to the minimum values but, even
so, the spectra were corrected by the use of the
statistical model code PACE [6], in order to take
into account the events with energies below
that threshold.

The masses of the residual nuclei originating from
the complete fusion (CF) and those from the
incomplete fusion (ICF) are mostly the same, and
the detection assembly was not able to separate
CF from ICF. Therefore, the measured fusion
cross sections correspond to the sum of these two
processes.
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Figure 2.  Detection and acquisition data assembly.

Figure 3.  Typical time of flight spectra, for  (a) 6Li + 64Zn
and  (b) 6Li +27Al  systems, taken for ELab= 43 MeV and
qLab= 10o .

EXPERIMENTAL RESULTS

Differential fusion cross sections were measured
for angles θLab = 10º, 12º, 15º and 20º at energies of
43, 34, 24 and 20 MeV for the 6,7Li+64Zn(C),
6,7Li+27Al(Zn) systems and  at 22 MeV for the
9Be+27Al system.  The maxima of the angular
distributions are located at θLab = 10º-12º, and the
measured angular ranges cover around 60% of the
complete angular distributions, according to the
shape of the theoretical predictions obtained by the
statistical code PACE. The extrapolation to the most
forward and backward parts of the angular
distributions was performed using the code PACE.

Figure 4 shows the measured differential fusion cross
section for one bombarding energy (43 MeV), for the
7Li+64Zn system, and the prediction of the PACE code
represented by the full line. The precision of this
method allows the evaluation of the complete angular
distributions with an accuracy of the order of 5%.

Figure 4.  Measured differential fusion cross section for
the energy of 43 MeV, for the 7Li+64Zn system, and the
prediction of the PACE code, represented by the full line.

The efficiency of the MCP start detector was calculated
for each spectrum as the ratio between the number of
coincidence events with the MCP recorded by the
PIPS detector, and the number of counts in the single
spectrum recorded by this stop detector. Its value is
within the range 0.13 - 0.20 obtained for the 7Li+64Zn
reaction and 0.28 - 0.38 obtained for the 7Li+ 7Al
reactions. The associated uncertainties in these
values are in the range 2% - 4%.

The normalization of the fusion cross sections
was obtained by counting the elastic scattering
events in the spectra, when the experimental
conditions were such that the scattering was
purely Rutherford. Otherwise, it was obtained
using the integrated beam current in the Faraday
cup. From the comparison of the normalization
factors obtained when both methods could be
applied simultaneously, it was proved that the
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allows the comparison of the effect of the break-up
of stable weakly bound nuclei on the fusion of
medium-light systems.

The new data for the 6Li+27Al and 6Li+64Zn systems
seems to follow the same tendency as the
previous one down to 18-20 MeV.

At low energies te cross section values are
believed to be strongly influenced by the detection
efficiency and probably because of the backing of
the targets. Those will be further analyzed and at
next future both data points will be re-measured
with pure 27Al target to test for this presumption.
No further conclusions will be given here due to
the preliminary character of these previous results.
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normalization method using the Faraday cup was
quite reliable. When the first method was used, the
associated uncertainty was around 2%, otherwise
it was the sum of three contributions: around 2%
from the beam intensity, 5% from the target
thickness, and 1% from the solid angle
determination.

In the figure 5 the results recently obtained for sub-
barrier energies are compared with a previous
experimental work. Recent fusion cross  section
measurements were carried out at energies 14,
16, 18, 20, 22 and 24 MeV, while the previous one
were at energies 24, 28, 31, 34, 37, 40 and 43 MeV.
The new data seem to follow the same tendency as
the fusion cross sections obtained at energies
above de Coulomb barrier.

Figure 5. Fusion excitation functions measured for 6Li +
64Zn system. Recent measurements: 14, 16, 18, 20, 22
and 24 MeV;  previous work: 24, 28, 31, 34, 37, 40 and
43 MeV.

Finally, as a summary we have designed and built
a time of flight heavy ion detector system that is
able to measure angular distributions of the
evaporation residues of fusion of light projectiles
on a wide variety of targets, simultaneously with
elastically scattered nuclei. We have measured
and analyzed the fusion cross sections at
energies below and above the Coulomb barrier, for
the 6,7Li+64Zn, 6,7Li+27Al and 9Be+27Al systems.
These data complemented by the previously
reported data for 9Be on the same targets [2],
make an interesting set of available results that
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SOFTWARE DE CAPTACIÓN TIROIDEA

Resumen

Se desarrolló un software DETECT-PC para un sistema de detección-medición que permite realizar el
estudio de captación de yodo en tiroides. El diseño cumple con los principios de la programación
orientada a objetos y fue usado el lenguaje C++.
El sistema fija automáticamente los parámetros espectrométricos para la medición y además de la
medición de los pacientes, realiza el procesamiento del lote de muestras a utilizar,  posee una base de
datos PARADOX con toda la información de los pacientes medidos y un sistema de ayuda que se refiere
a las opciones del sistema y a los conceptos médicos y nucleares relacionados con el estudio de
captación de yodo en tiroides

Abstract

The DETEC–PC software was developed as a complement to a measurement system (hardware) able
to perform Iodine thyroid uptake studies. The software was designed according to the principles of
object oriented programming using C++ language.
The software automatically fixes spectrometric measurement parameters and besides patient
measurement also performs statistical analysis of a batch of samples. It possesses a PARADOX
database with all information of measured patients and a help system with the system options and
medical concepts related to the thyroid uptake study.

Key words: personal computers, thyroid, computer codes, iodine, uptake, scintillations, nuclear
medicine, data acquisition system, programming languages

.

INTRODUCTION

Diseases caused for a malfunction of the thyroid
gland are very common. Any general hospital
assists dozens of such cases weekly and there
are some places where those diseases are
endemic. Iodine thyroid uptake is used as
diagnostic and therapeutic method in medical
practice (nuclear medicine) since the decade of
the 50ties. These studies are indicated in all such
cases in which it is desired to evaluate the
functional state of the thyroid gland as:
hyperthyroidism, diffuse toxic goitre, nodular goitre,
thyroid’s cancer and others, allowing therapeutic
results evaluation and 131I treatment planning.
In nuclear medicine, iodine thyroid uptake studies
are carried out in order to assess the functional
state of the gland by measuring the absorption
level of a radiopharmaque and the variations of its
concentrations on time.

Iodine thyroid uptake study consists in the oral
administration to patient of a radioactive iodine
preparation. The radioactive substance is
chemically attracted to the gland and produces an

emission that can be found by using a detector of
ionizing radiations. The Thyroids Iodine
concentration degree, as well as its variations on
time reflects gland functioning [1].

In this paper, it will be presented the DETEC-PC
software designed and developed to be an integral
part of the measurement-detection system that
allows carrying out thyroid uptake functional
studies. In its development were taken in account
medical practice in realization of Iodine thyroid
uptake studies in a way to implementer and to
promote the good medical practices.

The application software controls and directs the
operation of the system. It resides in a personal
computer and it communicates trough a RS-232
serial interface with the measurement module that
has a microcontroller of the 51 family with a tailored
BIOS. The microcontroller trough a multiple DAC of
8 bits of resolution (AD7228), supplies the voltages of
control necessaries to adjust and to control the
different analogical blocks. This software, among
other functions, carries out the statistical analysis of
the batch of samples and it has a database where the
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information of the patient under study is saved. The
software was designed according to the principles of
Object Oriented Programming (OOP) using C++
language, with a graphic user interface (GUI) under
MS-Windows environment, allowing access to all
machine resources normally available to users [2].
With present advances in medical electronic
instrumentation and the growing processor power, the
inclusion in the software of functions that go beyond
the primitive functionality and increase the easy of use
or friendliness and diagnostic capabilities is a must,
to keep in pace with the state of the art and the
expectations of the users.

MATERIALS  AND METHODS

Problem conceptualization

Typically, every week, a batch of up-to 100 samples
of a radioactive Iodine solution is prepared with a
dose from 7 to 10 µCi each [3]. This batch is
analyzed statistically: the arithmetic mean of
counting, the standard deviation, and the coefficient
of variation are calculated. If the coefficient is bigger
or equal to 5%, the batch of samples is thrown
away because of bad preparation. On contrary case,
It is determined a pattern sample, it is calculated
the confidence interval and the disposable samples
are determined.

Based on the pattern sample, the measurement time
is determined for all the samples of the batch. Once,
the patient ingested the radiopharmaque, it begins the

process of serial measurements.  These are carried
on at 2, 4, 6, 24, 48, 72 and 96 hours. At 2 and 24
hours, an evaluation of the patient is performed and a
decision can be taken as shown in the following table:

Figure. Main window of the software.

Classification of patients according to Uptake
percent.

Use of DETEC-PC

The use of DETEC-PC is illustrated through the
software’s main window (see figure).

Administrador
Rectangle

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line

Administrador
Line



Ciencias Nucleares

NUCLEUS, NO. 35, 2004
22

1- Patient registration
In order to include a new patient is necessary to
enter the following data: Nombres y Apellidos
(name and family), Sexo (sex), Edad (age) and its
HC Número de Historia Clínica (clinic history
number). This can be done in the editing boxes
available in the program main window. The patient
will be inserted by clicking the button Insertar
paciente en la BD (insert patient in the DB) or
automatically when the measurement of the first
interval is done.

2- Patient deleting
In order to eliminate a patient from the database
follow these instructions:
- Set its Clinic History number (HC).
- Click the button Borrar Paciente de la BD (delete
patient from the DB)
- Key in the password for this operation when
asked for.

3- Measurement data
The software allows control of the following
measurement aspects:
- Intervalo de Medición (measurement interval)
Selection. It is the time in hours elapsed from the
radiopharmaque ingestion in which it is established
to measure according to the study methodology;
those are: 2, 4, 6, 24, 48, 72 y 96 hours.
- Measurement mode selection.
The system has two Measurement Modes:
Stopping by Time and Stopping by Counting.
- Fecha (date) and Hora (time).
It shows PC date and time.
- Measurement time
It is the time set for measuring the patients under
Iodine thyroids uptake study. It is set in the TM
editing box located in the Datos de Medición
(measurement data) panel in the system main
window.

4- Spectrometric parameters
It is the set formed for Lower Threshold, Threshold
Window, Gain and High Voltage that allows
obtaining the isotope peak under measurement.

5- Isotope selection
It allows selecting with which of the available
isotopes the system is going to work: 125I, 99mTc,
59Fe, 51Cr, 57Ga, 57Co and 131I. With the isotope
selection, spectrometric parameters (lower
threshold, threshold Window, gain and high
voltage) are fixed for said isotope
The selection can be done in two ways:
-  Trough the option Modos de Medición -
Selección de Isótopo (measurement modes-
isotopes selection) from the main menu bar.
- Through the Combo Box Isótopo (isotope)
located in the Datos de Medición (measurement
data) panel in the system main window.

6- Statistical analysis
It allows the measurement and statistical analysis
of a batch of up to 100 samples. This option is

entered Trough the option Análisis Estadístico
(Statistical Analysis) from the main menu bar.
It takes the measurement time from the main
window. And it is necessary to indicate the number
of samples of the batch in an editing box to this
effect, and to manually activating the measurement
of every following sample.

7- System calibration
The calibration option allows obtaining energy
spectrum of the radioisotope by sweeping the lower
threshold with a fixed threshold window. This option
is entered through the option system Calibración
(calibration) from the main menu bar. In this mode
is necessary to fix the following spectrometric
parameters: high voltage, gain, lower threshold of
beginning, and fixed threshold window, the
spectrum is displayed in a graphics and optimal
values for the lower threshold and window for the
main peak of the spectrum are found and fixed for
the isotope selected in the program main window.
The user can override this automatic feature.

RESULTS

System analysis

From the cases of system use derives that it can
be divided en three subsystems:
- Measurement subsystem,
- Statistical analysis subsystem,
- Calibration subsystem.

Measurement subsystem

- There were designed two measurement modes:
stopping by time and stopping by counting. These
modes were implemented through menu bar
options and combo list boxes in the measurement
panel of the system principal window.
- It is defined as measurement interval the time, in
hours, elapsed after the ingestion of the
radiopharmaque, to the moment in which it is
established to carry out the measurement.
- Measurements are carried out for growing values
of measurement intervals.
- It is defined a PARADOX database where are
stored the patient data and measurement data.
Each registry from the table contents the following
information: Name, Age, Sex, Clinic History (CH),
Date of beginning of study, Time, Kind of spectra
and measured values for each interval. To insert a
patient in the database must be specified his clinic
history number On the contrary case
measurements could be carried on, but
information will not be saved in the database.
- A patient can be introduced into the database in two
ways: either when it is going to be measured for the
first time or through the button Insertar Paciente en la
BD  (to insert patient into the DB).
- The information of a patient can be loaded in the
system on two ways: when its measurement it is
going to be carried out, then the system
automatically will search for the data of such
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patient trough the database and will show it on the
screen, adding finally the outcome of the
measurement in the interval in question. If the
search trough the DB fails, then in that very
moment is inserted. The second way is through
the button Cargar Paciente de la BD (Load patient
from DB). If the patient is not found, then it will be
notified trough a screen message.
- For a patient to be eliminated from the database
is necessary to specify the password that allows to
erase information.
- Visualization on the screen of two kinds of
spectra: espectro de conteos (counting spectrum)
and espectro de por cientos de captación (percent
uptake spectrum).
- Taking into account the characteristics of
measurement intervals that: first three are
carried out at 2 hours intervals, then the next at
24 hours, and from so on with a frequency of 24;
it was decided to show the spectrum in two
parts: in the first the axis correspondent al time
in hours has a range from 0 to 8 and in the
second a range from 24 to 96. These two
spectrum zones are swapped through the button
Cambiar de pantalla gráfica (Change graphic
screen).
- The option of visualizing the full spectrum with
measurements of all intervals was implemented
through a command button of the measurement
panel Mostrar el espectro complete (Show full
spectrum).
- Primary evaluation of measurement results at 2
and at 24 hours.

Statistical analysis subsystem

In this subsystem all statistical parameters
mentioned before are calculated.  The user can
cancel batch of samples measurement at any
time and results of statistical processing are
displayed in a screen Window and can be saved
to a file in disk.

Calibration subsystem

The calibration option allows obtaining energy
spectrum of the radioisotope by sweeping the
lower threshold with a fixed threshold Window.
This makes possible to set optimum
spectrometric parameters for measurement and
to correct any shifting that had happen in these
values. The system help gives information about
available options and facilitates knowledge of
medical and nuclear concepts related to the
study.

In the system main window menu bar, the
following options were defined: Fichero (file)
Modos de medición (measurement modes,
análisis estadístico (statistical analysis),
Calibración (calibration) and Ayuda (help). Its
working area is divided en three panels: Datos de
la Medición (measurement data), Datos del
Espectro (spectrum data) and Datos del Paciente
(patient’s data).

Software Facilities

The application software DETEC has the
followings facilities:
- Measurement of a batch of samples and
performing all its statistical processing.
- Determination of the measurement time to
employ in the study.
- Displaying of spectrum in counting or in percents
of uptake.
- A PARADOX database where patient and
Measurement data are stored.
- Automatic database information handling, from
the clinic history number.
- Evaluation, at 2 and at 24 hours, of the
measurement and according the percent of uptake
calculated value suggestion of a diagnostic for a
decision taking. Calculation of EML, in those
cases in which is necessary.
- A calibration option, with which the
radiopharmaque energy spectrum can be
obtained sweeping the lower threshold with a fixed
window.
- An on-line help.
The system main window is divided en three
panels: measurement data panel, spectrum data
panel and patient data panel. They were defined
six working modes: stopping by time, stopping by
counting, isotope selection, calibration, statistical
analysis, effective mean life.
In the system main Window menu bar, there were
defined the following entries: file, measurement
modes, statistical analysis, calibration and help.

DISCUSSION

Model of objects

It was defined the abstract class EQUIPO as root
to the hierarchy, its attributes are: date, time,
threshold window, high voltage and gain.

Subclasses are CALIBRACIÓN,
LOTE_MUESTRAS, and CAPTACIÓN_YODO.
CALIBRACIÓN class attributes are: calibration
spectrum number of points, values for this
spectrum and maximum counting position.
LOTE_MUESTRAS class attributes are: batch size
(quantity of samples), batch measurement time
and counting values of these samples.
CAPTACIÓN_YODO class attributes are:
measurement mode, pattern sample counting,
and measurement time to measure patients and
counting value that is obtained of such
measurement on an interval.

Subclasses are PCO_ESTAD_YODO and
PACIENTE. PCO_ESTAD_YODO class attributes
are: arithmetic mean, standard deviation, variation
coefficient, interval of confidence limits and pattern
sample number. PACIENTE class attributes are:
patient personal data, its clinic history number,
measurement interval, the set of all measured
values at different intervals and the kind of
spectrum.  CAPTACIÓN_YODO and



Ciencias Nucleares

NUCLEUS, NO. 35, 2004
24

LOTE_MUESTRAS are intermediate classes and
CALIBRACIÓN, PCO_ESTAD_YODO and
PACIENTE   are terminal classes that form the
leaves of hierarchy, being the same concrete
classes. This hierarchic organization is complex
because there are multiple inheritances being
PACIENTE class daughter of two parents.
It is defined in the EQUIPO class a pure virtual
function: Medir, which functionality is defined in
descendant classes and in each one of them is
different. This method in the CALIBRACIÓN class
measures the pattern source. In the
LOTE_MUESTRAS class measures a batch of
samples. In the CAPTACIÓN_YODO class
measures time to reach base counting to
determinate patient measurement time and in the
PACIENTE class measures emitted radiations
from patient’s thyroids gland.

CONCLUSIONS

The application software design follows the
concepts of OOP with its inherent characteristic of
code reusability [4], allows creating new application
softwares for others studies with minimal effort, for
that it will just have to add new specific classes for
future new applications and these new classes will
inherit from the existing ones. In the design of the
DETEC–PC have been taken in account the
requirements of easiness of use and the good
medicals practices. In the software design was
taken in account the extensibility of the presented
solution to the measurement with others
radioisotopes used in Medicine Nuclear as: 125I,
99mTc, 59Fe, 51Cr, 57Ga, 57Co and not only of 131I.
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ADELANTOS RECIENTES EN LA IMAGENOLOGÍA
RADIOGRÁFICA CON UN SISTEMA DE EMISIÓN

DE  FOTÓN SIMPLE

Resumen

Se presenta un diseño y algunos resultados recientes obtenidos con un sistema de emisión de fotón
simple, que consiste en 384 detectores de microbandas de silicio unidos con seis circuitos electrónicos
multicanales RX64. Cada circuito consta de un preamplificador de carga, un conformador, un discriminador
y un contador de 20 bits para cada uno de sus 64 canales. La resolución energética y la eficiencia
relativa del sistema se midieron entre 8 y 36 kev utilizando las líneas de fluorescencia de rayos X tanto
de una fuente 241 Am como de un tubo de rayos X, así como usando haces de rayos X cuasi-
monocromáticos especialmente desarrollados para ello. La resolución espacial del sistema se verificó
por medio de un tubo de rayos X de microfoco equipado con capilares. Se obtuvieron imágenes de
objetos de prueba angiográfica y mamográfica, las cuales posteriormente se procesaron con la técnica
de substracción de doble energía. En particular, se evaluó el contraste de un fantoma angiográfico para
diferentes concentraciones de una solución de yodato, la cual fue inyectada en vasijas de 1 mm y 2 mm
de diámetro. Los primeros resultados con la versión del circuito de umbral doble, así como los métodos
de prueba tanto del detector como del circuito se presentaron también.

Abstract

We present the design and some recent results obtained with a single photon counting system
consisting of 384 silicon microstrips of 100 micron pitch equipped with 6 RX64 ASICs, which include
a charge preamplifier, a shaper, a discriminator and a 20-bit counter for each of their 64 channels. The
energy resolution and the relative efficiency of the system was measured between 8 and 36 keV
using fluorescence X-ray lines from both an Am-241 source and an X-ray tube, and using specially
developed quasi-monochromatic X-ray beams.  The spatial resolution of the system was verified
using a microfocus X-ray tube equipped with capillaries. Images of angiographic and mammographic
test objects were obtained in scanning mode with dual energy X-ray beams and were then processed
with the dual energy subtraction technique.  In particular, the contrast for the angiographic test object
was evaluated for different concentrations of an iodate solution injected into 1 mm and 2 mm diameter
vessels. First results from the double threshold version of the ASIC, as well as detector and ASIC
testing methods, are also presented.

Key words: fluorescence analysis, biomedical radiography, digital systems, image processing,
position sensitive detectors, readout system, semiconductor detectors
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INTRODUCTION

This paper reports about design, construction and
X-ray imaging results obtained with a one-
dimensional array of silicon strips.  Such an array,
consisting of microstrips with 100 mm pitch and
10 mm length, was chosen for the following
reasons:
• a good spatial resolution can be obtained with a
reduced number of channels;
• spatial resolution in silicon is Compton
scattering limited in our energy range (18-40 keV),
so reducing the pitch below 50-100 mm is not
really useful.

In addition, some important advantages of a
digital, single photon counting system for X-ray
imaging have been considered:  (1) a higher
efficiency with respect to conventional screen-film
systems can be obtained (to achieve this, at
energies above 18 keV, edge-on orientation of the
strips is necessary (see figure 1); (2) digital
processing, transfer and storage of images is
more convenient; (3) by implementing a double
threshold scheme in the front-end electronics,
double energy imaging with simultaneous
exposure becomes possible.

In fact, the dual energy technique introduced by
Alvarez and Macovski [1] (see also [2]) allows to
isolate materials characterized by a different
energy dependence of the linear attenuation
coefficient.  This technique can be implemented in
a small-scale installation thanks to the
development of quasi-monochromatic beams
[3-5]. The applications foreseen for our detector
are dual energy angiography at the iodine K-edge
(≈33 keV), and later at the gadolinium K-edge
(≈50 keV), and dual energy mammography.

The efficiency of 300 μm thick silicon in the usual
“front” configuration is too low in the interesting
energy range (see figure 1. left panel); for this reason
we have adopted the so called “edge-on”
configuration which, for a strip length of 10 mm and
an inactive Si layer of 0.765 mm, gives a
reasonable efficiency.  This has been anticipated
with calculations of the efficiency ratio between the
two configurations, as shown in figure 1, right panel
(where both simple calculations based on the
cross-sections and detailed simulations with
GEANT 3.21 are reported), and later confirmed
experimentally by exposing our detector to quasi-
monochromatic beams (see data points in figure 1,
right panel).

Figure 1.  (Left) Calculations of photoelectric conversion efficiency vs. energy for silicon of 300 μm thickness with strips
perpendicular (front) or parallel (edge) to the incoming beam.  (Right) Ratio of edge to front configuration efficiency vs.
energy:  calculation (continuous line), result of GEANT 3.21 simulations (broken line) and experimental data (points). Cross-
section data from the XCOM database of NIST at http: //physics.nist.gov/PhysRefData.
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Detector and electronics

Our silicon microstrip detectors (132 or 400 strips
of 0.1 mm pitch, 10 mm length) are AC-coupled
ones with FOXFET biasing1 , featuring a low
current of about 60 pA per strip at 100 V bias
voltage, which is a key requirement for low noise
performance. A picture of the corner of one detector
is shown in figure 2, where the bias line and the
guard ring are visible around the strips.

The RX64 ASIC integrates 64 channels of front-end
(preamplifier, shaper, discriminator) and
64 counters with 20 bit range, as well as several
internal DACs, used to provide internal voltages
which control the ASIC’s preamplifier gain and
shaping time.  An internal calibration system is
also present, so that the chip can be controlled by
a purely digital interface:  we have used National
Instruments’ I/O cards PCI-DIO-96 on a desktop
computer and DAQCard-DIO-24 on a portable
computer.  Detail on the ASIC design and
performance are given in [6,7]. Recently we have
developed a double threshold version of the RX64
ASIC, featuring two discriminators per channel,
and correspondingly two counters per channel;
this version is aimed at the dual-energy
mammographic application, where it is crucial to
count the photons of each of the two energies at
the same time, allowing an accurate
implementation of the energy subtraction
technique.

In the past we have tested the functionality of each
ASIC after mounting it on the printed circuit board,
a method which requires to strip off a
malfunctioning ASIC and replace it with a new one.
This has become impractical for assembling
arrays of 6 or more ASICs, particularly when the
yield is less than 50%. Thus, we have developed a
probe card2   (see figure 3) which allows to test
one ASIC at the time, using the same cable, power
supply, acquisition card and LabVIEW 6.0 program
which is used for ASICs assembled on PCBs. First
tests of the double threshold ASICs with the probe
card are under way.

Results presented in the following have been
obtained with two prototypes, the first one featuring
128 equipped channels (132 microstrip detector read

Figure 2.  Picture of a corner of the microstrip detector.
The physical edge, guard ring, bias line and first 15 strips
are visible.

Detectors before assembly were tested with a
semiautomatic Alessi probe station REL 4500: I-V
and C-V measurements were performed (using the
Hewlett Packard semiconductor parameter analyzer
4145B and the LCR meter 4284A) in order to select
the ones with fewer defective strips. In particular we
have measured the dark current of each strip and
the integrity of each decoupling capacitor.

Figure 3.  Physical layout of the probe card designed for the RX64 ASIC:  placement of components (left), top layer
(centre), bottom layer (right).

1They were designed and manufactured by ITC-IRST, Trento, Italy.
2The probe card has been constructed by Technoprobe S.r.l., Cernusco Lombardone (LC), Italy.
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Figure 5.  Correlation between injected test charge
(electrons) and measured signal (mV).

by two ASICs), the second one featuring 384 equipped
channels (400 microstrip detector read by six ASICs).
For the second prototype, a pitch adapter was inserted
in between detector and ASIC (see figure 4), in order to
simplify the task of bonding strips to electronic
channels and also to allow reworking of the
assemblies in case of failure of a component.

Figure 4.  Detail of the pitch adapter (middle) which connects
the detector (top) to each of the 6 RX64 ASICs (bottom).

Energy resolution

The performance of the two prototypes was tested
with several methods, starting from internal
calibration, which means injecting a known charge at
the input of each electronic channel by means of a
test capacitor (75 fF). Dealing with a digital system,
the analog performance must be obtained via
discriminator threshold scans.  Figure 5 (a summary
of 12 such scans) shows that the RX64 response is
reasonably linear up to ≈8000 electrons (29 keV),
after which some saturation is observed.

Further tests were performed by irradiating the
prototypes with fluorescence X-rays generated
either by an americium source or by a Cu-anode X-
ray tube:  a collection of spectra is shown in figure 6.
They were used to establish the absolute energy
calibration of the detector. More details on the
energy resolution can be found in [8]. The summary
of gain and noise measurements is given in table,
which refers to two different peaking time settings
(resp. Short and Long), corresponding to different
gains as well. The best performance of the 384-
channel prototype (last line of the table) is about
150 RMS electrons, corresponding to about 1.3 keV
FWHM at  22 keV energy.

Figure 6.  Energy spectra obtained with source or tube
fluorescence setups, showing peaks ranging from 8 keV
to 28 keV. The horizontal scale, in mV, has not been
corrected for non-linearity.

Recently we have obtained first results on the
analogue performance of the double threshold
version of the RX64 ASIC, where two discriminators
per channel have been implemented. First of all, the
gain shows good uniformity over the channels of one
ASIC, with an average value of 54.8 μV/el and a r.m.s.
value of 0.45 μV/el; the offset is also satisfactory, with
an average value of 17.8 mV and a r.m.s. value of
only 1.1 mV. The superposition of many single
channel spectra obtained with the RX64-DT is
shown in figure 7; it is important to stress that these
differential spectra have been obtained directly with a
moving “hardware” energy window, while previously
we had to differentiate offline the integral spectra.
The equivalent noise charge (196 electrons on
average) obtained from the above mentioned spectra
shows a moderate increase with respect to the
standard ASIC; we believe that the increased noise
is due to two sources:  on one hand the increased
temperature of ASIC and detector, due to a higher
power dissipation, on the other hand the shorter
shaping time. Peltier cooling is being considered in
order to reduce the effects of the first source.

Measured Gain and Noise (ENC = Equivalent
Noise Charge) for several detector + ASIC
configurations

*Short = 0,5 μs , Long = 1,0 μs
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Spatial resolution

In order to assess the spatial resolution of the silicon
strip detector, measurements were taken with a
capillary output microbeam [9] at the Antwerp’s
University Micro and Trace Analysis Center (MiTAC).
Preliminary results have been reported in [10]. The
microbeam, produced by an X-ray tube with Mo anode
operated at 15 kV (followed by the capillary and by a Mo
filter), has an RMS of about 28 μm (see figure 8), as
deduced from a fluorescence measurement on a Ni-Cr
wire.  Beam profiles taken with our silicon detector
indicate a good correlation between the known beam
position and the beam centroid obtained by the detector
(see figure 9). The maximum deviation from the straight
line is ± 0.12 strips, corresponding to 12 μm. The
undulations which are seen in the figure are mainly due
to the 100 μm strip quantization; in fact, a simple
simulation (which neglects both charge diffusion in
silicon and Compton scattering) shows that they are
compatible with a gaussian beam having 28 μm RMS.

Later on we have also taken data with a 100 μm
diameter pinhole (see figure 10) interposed
between the capillary output and the detector, in
order to reduce the non-gaussian tail of the
microbeam, which can significantly affect our
position resolution.  A preliminary analysis of these
data indicates that the maximum deviation from a
straight line in the correlation between the known
beam position and the measured beam centroid
has been considerably reduced.

Figure 7.  Energy spectra obtained with the RX64-DT
ASIC using a Pu source and a Cu absorber.

Figure 8.  Position scan of the X-ray microbeam obtained
by counting fluorescence photons from a 25 μm diameter
Ni-Cr wire (filled circles). Also shown is a gaussian fit
(continuous line).

Figure 9.  Correlation between centroid measured by
microstrip detector (in strip units) and real beam position
(in μm).

Figure 10.  The 100 μm diameter pinhole (seen from the
beam side) in a 2 mm dia.  In disc, inserted in a Pb sheet.

Mammographic imaging

The 384-channel prototype has been used for a
test on the dual energy quasi-monochromatic
beams at the University of Ferrara.  For this test, a
mammographic phantom consisting of a PMMA
block with 6 mm diameter cylindrical inclusions of
polyethylene and water (for more details see [11])
has been placed between the beam and the
silicon detector, as shown in figure 11. Image were
collected separately at three pairs of energies,
namely low (16, 18 and 20 keV) and high (32, 36
and 40 keV), since the double threshold ASIC was
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not yet available at that time. A projection algorithm
[2,11] has been implemented in order to find the
projection angle which makes the contrast
between two chosen materials to vanish, as
shown in figure 12 for the energy pair (18, 36) keV.
Thanks to the good signal-to-noise ratio at 36.5
degrees (where the contrast between PMMA and
water vanishes), the polyethylene pattern is well
visible in the combined experimental image,
shown in figure 13 (top). Detailed simulations of
the experimental setup are in fair agreement with
measurements at two of the three energy pairs,
while it appears that the images taken at the
highest energy pair are limited by insufficient
statistics.

Figure 11.  Slice of the mammographic phantom.

Figure 13.  Images of the mammographic phantom taken
at low energy and high energy, and combined image
(right), for experimental data (top) and for simulation
(bottom). Energies of 18 and 36 keV.

Figure 12.  Signal-to-noise ratio vs. projection angle for the pairs of materials PE-water (triangles), PMMA-water (crosses)
and PMMA-PE (squares), obtained with the mammographic phantom data (left) and with a simulation program (right).

Angiographic imaging

A dedicated fixed energy angiographic beam line
based on the quasi-monochromatic beams [5]
has been installed at the Bologna University. We
have performed a test with our 384-channel
prototype and an angiographic phantom (see
figure 14) containing four small tubes (1 or 2 mm
diameter) filled with an iodide solution at various
concentrations.

One of the images obtained off-line by
logarithmic subtraction between a high energy
(35.5 keV) and a low energy (31.5 keV) image is
presented in figure 14, for a concentration of
92.5 mg/ml, which represents 1/4 of the
standard concentration presently used in clinical
practice. The background structures present in
the phantom are effectively removed by this
procedure. A summary of the signal-to-noise
ratios obtained with 1 mm diameter tubes is
shown in figure 15 as a function of the iodated
concentration, together with a theoretical
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calculation based on the structure of the
phantom.  The noise contrast was evaluated
over one pixel only.  Usable values of the SNR
are achieved down to 92.5 mg/ml concentration,
and in some cases even for 46.25 mg/ml.

A detailed simulation of the angiographic
phantom has been carried out with the MCNP

Figure 14.  (Left) The angiographic phantom.  Four steps of PMMA and three layers of aluminium provide the background
structure, while 4 tubes in the lower part can be filled with the iodate solution.  (Right) Logarithmically subtracted image of
the angiographic phantom for 1 mm tubes at 92.5 mg/ml concentration.

transport code [12]; the detector has been
described taking into account the passive layer
(dead silicon region in edge-on configuration) as
well as the active silicon volume.  The simulation
results presented in [13] show a fair agreement
with the experiment, both for profiles and for two
dimensional images.

Figure 15.  Measured (points) and calculated (lines) SNR values for the angiographic phantom vs.  iodide concentration, for
1 mm diameter tubes.
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SUMMARY AND OUTLOOK

We have developed a relatively simple linear X-
ray detector for scanning mode radiography,
based on a 100 μm pitch silicon microstrip
detector and on the RX64 ASIC. Prototypes with
128 and 384 strips of
10 mm length have been built and tested with
internal calibration, fluorescence X-rays and
quasi-monochromatic beams in the energy range
from 8 to 36 keV. The obtained energy resolution
(about 150 rms electrons, i.e. 1.3 keV FWHM at
the Ag Κα peak at 22.1 keV) is well adapted to the
energy spread of the presently available quasi-
monochromatic beams.  The efficiency for
photoelectric conversion in edge mode with 10
mm active silicon (preceded by about 0.8 mm
inactive silicon) is sufficient to perform double
energy mammography (for example at 18 and 36
keV) and double energy angiography at the iodine
K-edge.

Recent preliminary imaging results with a
mammographic phantom consisting of PMMA, PE
and water indicate that contrast cancellation
between PMMA and water can be obtained by the
projection method, keeping a signal-to-noise
ratio of 16 for polyethylene. Imaging tests with an
angiographic phantom containing 1 mm tubes
indicate that it is possible to obtain good contrast
at iodate concentrations well below the current
clinical practice one of 370 mg/ml. The first
results on the performance of the double
threshold version of the RX64 ASIC show that the
Equivalent Noise Charge is only 30% higher than
the one obtained with the standard ASIC, in spite
of the increased complexity and level of digital
noise inside the ASIC. Extensive simulations
have been developed with both the GEANT 3.21
and the MCNP transport codes, which are in fair
agreement with the experimental results.

Future developments will include the following
points:
• implementing larger detectors to match the
image size required in the clinical applications;
• measuring the DQE and MTF of the system using
the capillary output X-ray beam at MiTAC, Antwerp
University;
• implementing synchronization of X-ray counting
with the diastolic phase of the hearth cycle for
coronary angiography;
• considering the possibilities for angiography at
the gadolinium K-edge at 50 KeV;
• building a full-size mammography detector with
the double threshold version of the RX64.
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DISTRIBUCIÓN DE LAS VACANCIAS GENERADAS
POR LA RADIACIÓN GAMMA EN LOS SUPERCONDUCTORES

DE YBCO

Resumen

Se estudia la distribución de las vacancias en el material superconductor desde los puntos de vista
macroscópico y  microscópico. El primero, de manera indirecta relaciona la distribución espacial de la
energía depositada por la radiación gamma en el volumen de la muestra, con la probabilidad de ocurren-
cia de defectos estructurales. En las zonas donde la energía depositada es superior, es también donde
se concentra el mayor número de defectos. Este estudio se realizó con los programas EGS4 y MCNP-4C
para diferentes condiciones experimentales. Se demostró que existe una alta no-homogeneidad en la
distribución de energía depositada, y por consiguiente, en la distribución de los defectos generados,
dependiendo su perfil de la energía de la radiación incidente y de otros factores experimentales. A escala
microscópica, se estudió la probabilidad de distribución no uniforme de las vacancias generadas como
resultado de los procesos de ionización, y se introdujo un modelo que explica el incremento del espesor de
las junturas débiles intergranulares con dosis de irradiación a partir del fortalecimiento del movimiento
difusivo de los defectos estructurales en los granos superconductores estimulados por el transporte de la
radiación gamma.

Abstract

The vacancies distribution in the superconducting material is studied from two points of view:
macroscopic and microscopic. The first one follows an indirect way that relates the spatial distribution
of the deposited energy by the gamma radiation in the sample volume, with the probability of structural
defects occurrence. The zones where the deposited energy is higher are also where is concentrated
the greater number of defects. This study was accomplished using the programs EGS4 and MCNP-4C
for several experimental conditions. It was demonstrated that exists a high non-homogeneity in the
deposited energy distribution and therefore in the distribution of the generated defects, depending their
profile of the incident gamma energy and other experimental factors. At microscopic scale, the probability
of vacancies generation as a result of the ionizing processes was studied and it was introduced a
model that explains the increment of the thickness of the weak intergrain superconducting junctions
upon gamma irradiation, taking into account an enhancement of the diffusive motions of the crystal
defects in the superconducting grains caused by the transport of the gamma radiation.

Key words:  barium oxides, ceramics, cesium 137, cuprates, depth dose distributions, gamma
radiation, high TC superconductors, physical radiation effects, spatial distribution,
superconductivity, transition temperature, yttrium oxides

INTRODUCTION

It is well known, that the electrical and magnetic
properties of the high temperature
superconducting materials (HTSC) are modulated
by the existing in the sample crystal structural
defects [1,2]. For example, a little modification in
the oxygen atom concentration in the chain, as well
as in the Cu-O plains in the YBa2Cu3O7-δ samples,
induce appreciable changes in its critical
temperature (Tc) and critical current (Jc). It has
been demonstrated that the oxygen vacancy

overdoping, leads firstly to a weakening and after
to the inexorably disappearance of the
superconducting properties of the sample.

The gamma rays in their transport in the
superconducting material interact with the sample
by means of three fundamental mechanisms:
photo-effect, Compton dispersion and the pair
production, according to the quantum energy. As
result of these interactions, point defects like
“Frenkel pairs” (vacancy and interstitial atoms)
may be generated.
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Though some authors consider that the point defects
generated by the gamma radiation are distributed
homogeneously in all the volume of the material, the
reality is that while higher is the gamma energy
deposited in given region, higher is the probability of
appearance of the mentioned defects. While higher
is the defects density in given spatial region of the
sample, greater will be the effect on the macroscopic
properties of the material. The spatial distribution of
the gamma induced defects in the sample volume
will be called in future “macroscopic distribution” and
distribution of the same defects at level of the HTSC
grain will be called "microscopic distribution".

Macroscopic  vacancy distribution induced by
Gamma Irradiation

An alternative way to study the distribution of the
vacancies generated by the radiation on a given
material is investigating the spatial distribution of the
deposited radiation energy in the volume of the target.

Below, through the mathematical simulation of the
radiation transport within material we will study this
distribution, and the results will allow to determine the
more damaged zones and therefore, those zones
where the irradiation effects on the macroscopic
properties of the material should be higher.

The employed mathematical tools were the
commercial code systems EGS4 [3,4] and MCNP-4C
[5], taken 1 x 108 incidents photons in order to obtain a
good statistics. The energy of incident gamma rays
(E

ã
) was selected in dependence of the experiment.

The variance of each obtained value did not surpass
0.5%. The cutoff kinetic energies were taken of 611 keV
(value that includes the particle rest mass energy) for
the electrons and positrons, and 1 keV for the photon.
As targets of gamma irradiation were taken YBa2Cu3O7
ceramics with parallelogram shape (2.8 x 16 x 1.5 mm3)
subdivided in 0.4 x 0.4 x 0.15 mm3 "voxel".

Figure 1 represents the deposited dose distribution
(in normalized percents) along a line that crosses
the sample through their center in the direction of
the incident radiation, for three values of the Eγ.

The curve corresponding to 122 keV shown a
monotonous decrement with the deepness while
the gamma rays penetrate into the sample volume.
At this low Eγ the more probable interaction
mechanism is the photoelectric effect, which take
place with a probability ~ Zn (n = 4 - 5 [6]), then the
photons will be absorbed fundamentally by the
barium atoms at the nearest to the surface regions.

The emitted photoelectrons will have a maximum
initial energy similar to the Eγ and then its range
will not surpass 0.1 mm [7]. Due this they will
deposit their energy about the place of it origin,
practically in the same voxel where took place the
first interaction.

For the Eγ = 662 keV (137Cs) in the figure 1 is
observed, that the deposited energy distribution
increase with the depth until reaching the
maximum at 0.6 mm and then start to decrease.
For this energy the main interaction mechanism
will be the Compton effect. Now the incident
photon no will be absorbed in its first interaction,
it will be inelastically dispersed until their energy
reduced sufficiently to be absorbed by way of
photoeffect mechanism.

When E
ã
 = 1250 keV (60Co), the behavior of deposited

energy with the dose is similar to observed for 137Cs
with the difference that now the maximum is found at
0.9 mm. The predominant interaction mechanism
continues being the Compton effect, but in this case,
the high energy of the incident photons causes that
are needed a greater number of dispersions to reach
the necessary decay that permit it absorption. This
causes that the maximum deposit zone is displaced
to a greater depth.

The three up presented curves indicate the
existence of an evident non-homogeneity in the
spatial distribution of deposited energy in the
volume of the superconducting YBCO samples
irradiated with gamma rays. Taking into account
the existing relationship between deposited
energy and the defects generation, then we believe
that identical behavior would have the spatial
macroscopic distribution of the defects density in
the volume of the irradiated target.

Identical simulations were accomplished with the
MCNP-4C program using variance reduction
techniques to increase the statistics of the
experiment and reducing the voxel size in order to
increase the spatial resolution.

Figure 2 shows the results of the new calculations
for three photon energy values. The behaviors of
the curves are similar to the determined with the
EGS4 and therefore the analysis is the same.
In the dependency of the energy deposited with the
depth for the 122 keV gamma rays, the
improvement of the statistics and the resolution
permitted to identify a displacement of the
maximum in tenth of millimeter with respect to the
surface not observed previously.

Figure 1. Deposited energy versus depth calculated by
EGS4 for the three E

ã
.
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the grain boundary regions. In this way, while the
dose increases, grow the regions with high
defects concentration that weaken the intergrain
links, modulating the behavior of the electrical
conductivity in the normal state and the Jc of the
superconductor.

In [8] an experiment that confirm the results of the
simulation for bulk YBCO samples irradiated with
137Cs gamma rays was reported.

Figure 3. Dependence of α (a) and R0 (b) with the
exposition dose. The curves are to guide the eye.

Figure 4. Schematic of two adjacent spherical grains.

Figure 2. Deposited energy versus depth calculated by
MCNP-4C for three Eγ.

Microscopic vacancy  distribution induced by
Gamma Irradiation

Studying the effect of the 57Co gamma radiation on
the electrical resistance R with the temperature T
in YBCO bulk samples of irradiated at room
temperature with different exposition dose Dexp,
was calculated R0 and the coefficient of thermal
variation á, so that [9]:

Figures 3 (a) and (b) show the behavior of á and R0
with the Dexp one of the samples and call attention to
two facts: a) while for a metal á > 0 and should not
depend of the defects density, observed that when the
dose tends to the value that collapse the
superconductivity, á grows until reaching a maximum
and below starts an abrupt drop; and b) R0, that would
have to change linearly with the number of the induced
by the radiation defects at low dose, N

def
, agreed to the

relationship (1) [10], it changes nonlinearly.

,             (1)

were m0 and e are the mass and electric charge of
electron, í

f
 its velocity in the Fermi surface, ne-

electron density and σ  is the dispersion cross
section of electrons on defects. If the defects
induced by the radiation are distributed uniformly
in the intragrain volume, then was expected that
R0(Dexp) had a linear dependence at low dose. We
observe, however, that R0(Dexp) only it is linear
when Dexp 0.

From a) and b), is concluded that the defects are
not distributed uniformly inside the intragrain
volume; they should concentrated presumably in

a)

b)
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The α(Dexp) behavior is a symptom of the possible
occurrence of a metal-semiconductor transition
induced by the 57Co gamma radiation in the R(T)
behavior.These experimental evidences induce us
to formulate a model that explained the observed
phenomenon through the probable intensification
of the diffusive movements of the defects in the
superconducting grains stimulated by the gamma
radiation.

In the figure 4 has been represented the structure
of a weak link between two adjacent spherical
grains of a mean radio a, where the thickness d of
the junction is determined by the expression:

                                                 (2)
where d

0
 is the separation space between the

superconducting grains, and δ is the width of the
zone with high defects density, fundamentally of
oxygen, nearby to the grains boundary (NGB).
It has been supposed that the variations of d with
the irradiation time are a consequence of the ä
increment (d

0
 is considered constant) due an

intensification of the defects diffusion from the ZFC
to the core of the grains stimulated by
transportation of the gamma radiation in the
superconducting material.

For the description of this process started from the
linear diffusion equation of the defects density
             in presence of a constant and uniform
defects production rate GD inside of each grain,
given by the expression:

            (3)

where Do is the diffusion constant of the defects
stimulated by the gamma radiation, with the
boundary condition:

                                     (4)

In (4) has been neglected the intergrain defects
flux with respect to the intragrain.
The initial condition is:

                                                                                        (5)

where ä
o
 was taken as a measure of the NBG

thickness and it is equal to the quadratic radial
dispersion of the defects density with respect to a,
and      is the mean defects density.

The solution of the problem is obtained using the
Variables Separation Method, taking into account
that  ä

o
<<a:

                                                                                         (6)

where,

                                     (7)

In (6), we have:  , because the defects

density induced by the gamma radiation in the
measurement time interval t is very small, given the
few variation of the material intrinsic properties, as
is reported in [11]. Taking this and the condition (5)
in account, results that the main term in the right
side of the equation (6) is the firs one, therefore the
calculation of the quadratic dispersion of the r with
respect to a is just ä(t), given the gaussian character

of (the coefficient  does not depend of

r). Due this, the thickness ä after an irradiation time t
will be ä(t). According to the expression (7), ä2(t)
increases during the irradiation process as D0.t, a
typical Einstein's parabolic behavior for diffusive
processes [12]. As conclusion of the preceding
study, the variation with the irradiation time of the
weak link thickness is expressed by:

                        (8)

To evaluate the proposed model, were taken the
reported values in [11] of the d(t) (figure 5),
obtained form the Jc measurements through the
application of the Chen model [13]. The samples
were irradiated with a 57Co source at room
temperature as is described in [11].

Figure 5. Fitting of the d(t) dependence using the
diffusive model.
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The fitting of the d(t) data through the expression
(4) has been represented with a continuous line in
figure 6. The calculated diffusion constant
D0 = (2.5 ± 1.5) x 10-20 cm2s-1 and d0 = (0.86 ± 0.60)
x 10-6 cm. Though the relative errors are high, the
values calculated for both variables are within the
correct orders of corresponding magnitude. In
particular the value of D0 is within the variation
limits of the constant that characterizes the
diffusion processes of impurities and interstitial
substitutions in solid materials.

In [8] was reported the dependence of the
intracrystalline diffusion constant with the
temperature for the oxygen in YBCO samples,
given by the expression:

                        (9)

Evaluating this expression at room temperature
obtain for the oxygen diffusion constant D(300 K) =
0.95 x 10-25 cm2s-1. This value is smallest in five
orders than D0, and it is a result of the stimulation
effect on the diffusion induced by the gamma
radiation on this material. If we assumed for D0 a
behavior with the temperature [14,15] similar to
expressed by the equation (9):

                                   (10)

and compare both values, it is clear, that the
increase in five orders of D0 with respect to D at
room temperature only is possible due to a drastic
decrease of the activation energy aEΔ  as result of
the presence in the material of the secondary
electrons created by photons through the Compton
interactions and photoeffect mechanism. These
electrons upon abandoning their more stable
energetic positions in the crystal can provoke the
weakening of the interatomic bonds making more
probable the oxygen atoms migration to
neighboring more stable crystallographic
positions.
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CONCLUSIONS

A high non-homogeneity in the deposited energy
distribution and therefore in the distribution of the
generated defects, mainly oxygen vacancy, was
observed in the gamma irradiated YBCO samples,
depending their profile of the incident gamma
energy and other experimental factors.

The defects are not distributed uniformly inside the
intragrain volume; they should concentrate in the
grain boundary regions. When the gamma
exposition dose increases, grow the regions with
high defects concentration that weaken the
intergrain links. Evidences of an enhanced
diffusive motion of oxygen vacancies process
assisted by 57Co gamma radiation on YBCO
ceramic samples were found. The behavior of the
junction thickness d with irradiation time was well
described; particularly, a parabolic diffusion like
dependence of the width of the grain boundary
regions with the irradiation time was proved.
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INTRODUCTION

Determination of material's parameters have some
simple methodologies. First, a theory is built up then
parameters are evaluated theoretically. An experiment
is designed to compare those evaluations with real
materials and the approach might be proved. The
experiment must fulfill the conditions of good
geometry and the necessary corrections to obtain
reliable parameter's values. Scientists also collect
experimental data and propose quasi theoretical
solutions to fit them. On the other hand, calculation
power achieved by modern computers have
allowed researchers to change those methods.

Researchers have taken advantages of the fact
that many interactions in Nature, including
interactions of nuclear particles with materials and
its constituents, has been fairly well described by
many theories. They have gathered in powerful
codes the best theories to know the behaviour of
particles in presence of different materials.
Electrons haven't escaped due to its importance in
areas as different as microscopy, nuclear physics
or solid state physics. Electrons backscattering
have been extensively studied in an experimental
or theoretical way but, a consistent theory hasn't
been found yet. Everhart [1] proposed a simple
theory to explain the behaviour of backscattered

INVESTIGACIÓN POR EL MÉTODO DE MONTE CARLO
DEL ESPESOR DE SATURACIÓN Y COEFICIENTE DE ATENUA-
CIÓN PARA ELECTRONES RETRODISPERSADOS Y TRANSMITI-

DOS DE ESPECTRO CONTINUO

Resumen

La literatura no dispone de datos confiables sobre la retrodispersión de electrones en diferentes medios,
sobre todo para los electrones de espectro continuo. Los parámetros de materiales que dependen o
podrían inferirse de esos datos podrían presentar ciertas incertidumbres. En 1978, K. K. Sharma y M.
Singh determinaron el valor del espesor de saturación para los electrones retrodispersados y el coefi-
ciente de atenuación en algunos metales para las fuentes de radisótopos de 90Sr/90Y y 204Tl en un montaje
experimental particular. En este trabajo se calcularon nuevos valores de esos parámetros mediante la
transportación de electrones en materiales diferentes según el método de Monte Carlo. Se encontró que
el espesor de saturación dependía del número atómico del material y se propuso una explicación para
interpretar el comportamiento obtenido. Además, los resultados del coeficiente de atenuación y el espe-
sor de saturación diferían de los reportados por Sharma. También se mencionan consideraciones sobre
la relación empírica de Sharma para la intensidad de las partículas beta retrodispersadas.

Abstract

Reliable data on electron backscattering in different media are not available in literature, even more for
electrons of continuum spectrum. Material's parameters which depend or could be inferred from those
data might have some uncertainties. Back in 1978, K. K. Sharma and M. Singh determined the value of
saturation thickness for backscattered electrons and attenuation coefficient in some metals for
radioisotopical sources of 90Sr/90Y and 204Tl in a particular experimental set up. In this work, new values
of those parameters were calculated by Monte Carlo transport of electrons in different materials. The
saturation thickness was found to be dependent of the material atomic number and an explanation was
proposed  to interpret the obtained behavior. Furthermore, results of attenuation coefficient and the
saturation thickness differred from those reported by Sharma. It is also mentioned a consideration to
Sharma's empirical relation for backscattered intensity of beta particles.

Key words: Monte Carlo method, attenuation, backscattering transmission, strontium 90
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electrons of low energies based on a single
elastic scatter collision assumption. Also Archard
[2] developed a theory based on the complete
diffusion of electrons.

The backscattering process may be achieve by a
single collision event with a nucleus with an abrupt
change in electron's direction or a multiple collision
process. Due to the wide range Coulomb's force,
multiple collision events provoke a small deflection
on the electron trajectory. The average of the square
electron's deviations, , because of multiple
scattering, is proportional to material's density and
square atomic number. Deviations are also
inversely proportional to the fourth potency of kinetic
energy of the impinging electron,

                                                                (1)

Many studies have shown the existence of certain
saturation depth of the backscatter intensity. This
parameter was defined by Everhart [1] as the ratio
number of backscattered electrons from a thick flat
target to the number of incident electrons. Sharma
[3] determined it experimentally for radioisotopical
sources (i.e. continuum spectrum).

Sharma's experiment consisted in a ring-type
source of radius a, surrounding an end-window
Geiger-Muller detector of radius d. Targets of
radius b were positioned at a distance c from the
center of the source and at a distance e from the
center of the detector in an axially symmetric
geometry. Frujinoiu [4] have calculated
backscattered fraction and saturation thickness for
mono-energetic electron beam using MCNP in a
geometry like the one modeled in this work.

In Sharma's paper [3] was derived a theoretical
relation (expression 2) to describe the behaviour of
backscattered intensity as function of thickness,

                                                      (2)

where: I, backscattered intensity; C, energy and
geometry factor for every source-to-sample and
sample-to-detector configuration; Z, atomic
number; n, backscattering index; A, mass number;
t, sample thickness and Ó, attenuation coefficient
of the sample.

The energy and geometry factor was written as:

     (3)

where: Φ(E0), spectral distribution of the source
(dó

p
/dE), cross section for backscattering of an

electron of initial energy (E0) and final energy E
from a target of hydrogen Z=1; ε=(E); detector
efficiency; N0, Avogadro's number; Ù/4ð, geometry
factor corresponding to source-to-sample (s) and

sample-to-detector (d) effective solid angle.
Mathematical expressions for geometry factors [5]
didn't consider the attenuation of electrons in air.
They were written as:

                                                                                        (4)

where: î=d2/e2  and ã=b2/e2. Values of geometry
factor reported were Ù

s 
/ 4ð  times Ù

d 
/ 4ð

Attenuation coefficient is also reported in literature.
It is important in shielding calculations and
dosimetry in general. Attenuation coefficient of a
specific material was defined as:

                                                                    (5)

where: N, atom density of the material; ρ, mass
density and σ, cross section of every process
undergone by any particle interacting with the
material. Experimental works have concluded this
parameter slightly depend with atomic number
when continuum spectrum is involved. This is a
general behavior assumed in literature and it has
been proved in a different sort of experiment.

The aim of this work was a Monte Carlo's
approach to electron's backscattering of
continuum spectrum. Due to the lack of data
referred to this area, Monte Carlo simulations were
used in this work to compare values of saturation
thickness and attenuation coefficient reported in
literature. That's why backscattered and
transmitted probability were characterized as
function of scatterer's thickness.

METHODS AND MATERIALS

Among Monte Carlo codes, MCNP is a powerful
and versatile program that has long been used to
transport photons, neutrons and electrons as well.
MCNP version 4C [6] contains a number of
enhancement that make the code particularly well
suited to transport electrons between 1 keV and
1 GeV.

The input file used a cylindrical slab of 10 cm
radius. The slab's depth depended on the value of
the range of electrons at the specific material.
Range of beta particles was calculated by [7]:

            (6)
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where: RAL range of beta particles in aluminium with
maximum energy Em in MeV units; R, range of beta
particles with maximum energy Em in MeV units and X,
element of interest. This slab was divided in cells,
normally on the electron beam direction, which
depended on the material, too. As this was kept in
mind, the running time was minimized. A fine
description of the curves of backscattering and
transmitting electrons versus thickness was also
achieved. To obtain materials of different thicknesses,
each of these cells were filled with either a void or a
material like those reported in table 1. Columns 5 and
6 show cell dimensions for every material.

Surface source of 5 cm radius of parallel beam of
continuum spectrum was used. Two spectra were
evaluated: 90Sr/90Y and 204Tl. The spectral distributions
were calculated with a Fortran code which made use
of Feister results [10] in numerical evaluation of the
Fermi beta-distribution function. The thallium
spectrum was a straight calculation but strontium-
yttrium spectrum was a combination of two spectra.

Tallies were defined as the number of electron that
crosses the incident surface at an angle larger than
90o (i.e. backscattered) with respect to the original
direction of the beam and those crossing the rear
surface (i.e transmitted). The backscatter and
transmit probability were obtained for every thickness
of each material. Tallies' results were recorded with
relative errors lesser than 1 % in every calculation.

RESULTS

Table 2 gives a comparison of the target thickness
for which backscattered fraction becomes
maximum. There are differences between
Sharma's results and the calculated ones. These
disagreement was imputed to the fact that
Sharma's experimental arrangement didn't obey
good geometry conditions to determine saturation
thickness. These conditions were achieved by the
simulated experiment because it was scored every
backscattered or transmitted particle. Also
theoretical corrections, expression 4, may be
incomplete. For instance, corrections to absorption

of electrons in air either in their source-sample or
sample-detector pathway should be included.

At materials with effective atomic number less than
6 calculated results showed differences on values
of saturation thickness in about a 30%. These
behavior was found for both sources which
disagree with Sharma's results, too. He concluded
an independence between atomic number and the
saturation backscattering intensity [5].

An explanation may be account assuming that:
deviations of electrons of the impinging direction
are ruled by expression 1 and saturation depth
must be set by high energies electrons of the
spectrum. Therefore, in materials with low mass
density and atomic number, high energies
electrons have a straight path throughout the
material. It means larger, less deflected and
smooth trajectories of the impinging electrons. So,
the electrons which directly contribute to saturated
backscattering intensity will be those created in the
material (secondary electrons) and less energetics
electrons of the spectrum. So, saturation thickness
is reached before the expected value.

In materials with larger mass density (greater than 2.0
g.cm-3) or atomic number, deviations angles are bigger.
Hence, there must be certain probability that electron´s
pathway, which reach deeper within the material, have
abrupt direction changes and they still will contribute to
backscattering fraction. These behavior might explain
the saturation depth's increment.

Tables 3 and 4 give a comparison of
attenuation coefficient for both beta emitters.
They were obtained by plotting the logarithm of
transmitted fraction of beta particles versus
thickness and fitting a linear regression. The
slope of the line is the attenuation coefficient. In
the case of 90Sr/90Y beta emitters the
contribution of 2.28 MeV radiation of 90Y and
0.546 MeV radiation of 90Sr have been
separated by extrapolating the contribution of
the former to lower energies and then
subtracting it from the latter.

Table 1. Material characteristics of simulated targets

a Polyethylene
b 'solid Water'
c See cite [8]
d See cite [9].
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Table 2. Comparison of saturation backscattering thickness reported by Sharma and present work

a Not Reported. b Results with geometry factor of 8.2*10-4,
c Results with geometry factor of 13.7*10-4,
d Results with geometry factor of 16.5*10-4, e Results with
geometry factor of 2.0*10-4

Table 3. Comparison of attenuation coefficient
reported by Sharma and present work for 204Tl

a Not Reported.
b Results with geometry factor of 8.2*10-4

c Results with geometry factor of 13.7*10-4

Table 4. Comparison of attenuation coefficient reported by Sharma and present work for 90Sr/ 90Y

a Not Reported.
b Results with geometry factor of 16.5*10-4

c Results with geometry factor of 2.0*10-4
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Values reported by Sharma differ from calculated
ones. A comparison with reported values, for
instance those reported in [10], for aluminium
(25.6 cm2g-1 for 204Tl and 4.7 cm2g-1 for 90Y) agree
with results obtained through MCNP in both cases.
Sharma's results disagree for 204Tl. Disagreement
were also ascribed to good geometry factors as
was noticed above. Electron's attenuation
coefficient, as calculated ones showed, slightly
depend with atomic number but, in accurate
shielding calculations, which include many
materials, assume a single attenuation coefficient
may be erroneous.

CONCLUSIONS

By using MCNP, saturation thickness and
attenuation coefficient were obtained for
continuum spectra in different materials. Data
obtained through MCNP showed differences with
reported values. Disagreements were imputed to
the fact that good geometry conditions wasn't
fulfilled in previous experimental works. So,
experimental determination of material's scattering
parameters, such as those reviewed in this work,
should be handled with care because, later, they
will be utilized in dose calculations which might
directly harm human health.

Besides, it was found an odd behavior of
saturation thickness which contradict literature
affirmations. It was proposed an explanation for
these result. Calculations and experiments are
inprogress to justify our approach.
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ESTUDIO DE LOS EFECTOS DE RADIACIÓN GAMMA
EN LAS PROPIEDADES DE LAS FRONTERAS DE LOS GRANOS
EN SUPERCONDUCTORES YBCO UTILIZANDO EL MODELO

DE AMBEGAOKAR-HALPERIN

Resumen

Se midieron las características de corriente-voltaje en capas gruesas y muestras masivas
superconductoras de altas temperaturas  críticas de YBa2Cu3O7-ä

 previamente expuestas a diferentes
dosis de radiación gamma. Los resultados experimentales se compararon con la predicción realizada
utilizando el modelo disipativo de Ambegaokar-Halperin. Se encontró que el A-H ajusta de forma consis-
tente todos los datos experimentales. Se calcularon la corriente crítica y la resistividad eléctrica de las
junturas débiles intergranulares a partir de los resultados del ajuste y se relacionaron con la dosis de
exposición gamma. Los cambios observados en las propiedades de las junturas débiles intergranulares
con la dosis se discuten en el texto.

Abstract

The current-voltage characteristics of several high-temperature superconducting YBa2Cu3O7-ä
 thick films and

bulk samples have measured. The experimental results were compared to the prediction of dissipation in
superconductors made by the Ambegaokar-Halperin model. Found that the A-H model consistently fit all the data
well over the entire range of measured values. The critical current and electrical resistivity of the junction was
calculated using the fitting results and related to the gamma exposure dose. The observed changes in the grain
boundary properties with the dose were analyzed in the text.

Key words: barium oxides, ceramics, cesium 137, cuprates, depth dose distributions, gamma
radiation, high TC superconductors, physical radiation effects, spatial distribution,
superconductivity, transition temperature, yttrium oxides

INTRODUCTION

The irradiation of high critical temperature
superconducting material (HTS) with 60Co gamma
rays let carrying out studies in simulated space
conditions [1], where future applications of this
advanced material will be target of an aggressive
radiational environment. Others fields of HTS
technological application as, for example, particle
accelerators, nuclear fusion reactors, etc., where
gamma ray background is very high, required the
more possible complete knowledge about the
behavior of such materials under conditions of
safe operation [2].

From the theoretical point of view, the gamma rays
are very specific generators of point defects in the
crystalline lattice, allowing us to accomplish
fundamental studies, as those related with the
phenomenon of flux pinning.

The irradiation of the superconducting samples and
their current-voltage characterization using
conventional transport methods, make easy to
elucidate the dependence with the dose of
important parameters as the transport critical
current (Jct) and the transition critical temperature
(Tc). If wanted to obtain more specific information,
for example, about the gamma induced change on
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the properties of intergrain weak links, it is needed
then to process mathematically the acquired
experimental information. Fitting the current-voltage
curves V(I) using some of the dissipating models,
facilitates to determine parameters as the critical
current of the junction and its electrical resistance.

Considering that the majority of HTS applications
in the microelectronic field is based on the use of
the Josephson effect, that allows the electric
current to pass without dissipation through those
mentioned weak links, the present work is
dedicated, using the dissipative model of
Ambegaokar-Halperin [3], to determine the
dependence of the more relevant weak link
parameters with the gamma exposition dose.

MATERIALS  AND METHODS

Thick films (thickness ~ 15 ì m) of YBa2Cu3O7-ä
(YBCO) grown by spray-pyrolysis on non-textured
ZrO2(Y) substrates [4], and bulk YBCO samples
sintered by solid state reaction [5] were
appropriately protected from the environmental
humidity and irradiated at room temperature with
different exposition doses (Dexp) in an 60Co Gamma
chamber (E

ã
 = 1250 keV) model MPX-ã-25M, with a ã

source calibrated to a power dose of 0.101 Gy s-1.
The measurement of the V(I) curves at two values
of applied external magnetic field (Hext = 0 and
100 Oe) were carried out using the four probe
method [6] with Ag electric contacts. The obtained
V(I) curves were fitted to the A-H model by means of
the program MATHEMATICA [7] using the
Levenberg-Marquart method [8]. According to A-H
model, the dependence of the voltage of the
junction Vj with the current Ij is expressed by means
of the equation:

                                                                                        (1)

where Rj is the electric resistance of the junction, Icj its
critical current, Io is the modified function of Bessel,
á= Icj/I and ã is the effective noise parameter.
The equation (1) can also be expressed in the
following form:

                                                             (2)

On the base of the simple weak link model and
considering that the voltage-current dependence in
the sample can be approached to the V(I)
dependence in a simple junction, in [9] authors
determine the voltage drop in the whole sample V
for a polarization current I as:

            (3)

Where L1 is the longitudinal dimension of the
sample, L2 and L3 the transversal dimensions and
d is the media distance between two junctions,
which participate in the transport process.
Introducing (2) in (3) the next equation is obtained:

                        (4)

Where a, b and ã are parameters related with the
V(I) characteristic through:

 ,                                                                (5)

 ,                                                               (6)

 ,                                                                  (7)

The equation (4) is used in order to fit the current-
voltage curves according to the model A-H, taking
a, b and ã as the fitting parameters. From these
parameters using equations (5-7) the values of Rj
and Icj were calculated.

Figure 1. Current-voltage curves of YBCO thick film irradiated with 60Co at different Dexp  and Hext = 0 Oe (a)
and Hext = 100 Oe (b). Continuous lines show the fit from A-H model.
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RESULTS  AND DISCUSSION

The figures 1 (a) and (b) show the current-voltage
experimental curves for different values of Dexp of
one of the studied thick films, measured in absence
of external magnetic field and when it is 100 Oe.

In these two figures is observed, that with the
increment of the Dexp the V(I) curves move to the
left, evidencing the monotonous decreasing of the
transport critical current. At the same time, the
curves slopes increase, and this suggests the
existence of a material degradation process
stimulated by the gamma rays, which take place
inside the superconducting grains and as well as
in the weak link regions. This process is not very
strong if we keep in mind that the changes in the
slopes are not significant. In figures 1 (a) and (b)
with continuous lines are presented the theoretical
curves obtained as result of fitting the experimental
data to the A-H model. The fitting parameters are
shown in the tables 1 and 2. As shown, the A-H

model describes satisfactorily the experimental
data, what is corroborated through the high values
that the determination coefficient in all the cases.
The figures 2 (a) and (b) show the dependence
with the dose of Rj and Icj for the thick films.

With the progress of the irradiation the number of
structural defects grows and lead to the increment
of the number of scattering centers of the charge
carriers. Due this, the electric resistance of the
junction increases, just as it is observed in the
figure 2 (a), causing the weakening of the
Josephson junctions and therefore, the decrease
of the Icj, like it is evidenced in the figure 2 (b).
With the increment of the number of the dispersion
centers, also takes place a process of diffusion of
the defects, mainly vacancies of oxygen atoms,
from the grain boundaries toward its core [10]
producing the increase of the effective junction
thickness, phenomenon that also contributes to
the degradation of the intergrain links and
therefore to the fall of the Jcj.

Table 1. A-H model fitting parameters for YBCO thick film at Hext = 0 Oe

Table2. A-H model fitting parameters for YBCO thick film at Hext = 100 Oe

Figure 2. Dependence of the electric resistance (a) and the critical current (b) of the junctions in YBCO thick film irradiated
with 60Co at different Dexp and Hext.

(a)                                                               (b)
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As it was expected, when the magnetic applied
field increases, the parameters that characterize
the junctions are depressed. The measurement of
V(I) in bulk samples of YBCO were only carried out
at null values of Hext and the curves obtained for a
representative sample at different levels of the Dexp
are presented in the figure 3.

With the increase of the exposition dose, a similar
phenomenon previously observed for thick films, is
observed now for bulk samples: the displacement
of the curves toward the lower values of current and
the increase, now very significant, of their slopes.

Figure 3. Current-voltage curves of YBCO bulk sample
irradiated with 60Co at different Dexp and Hext = 0 Oe.
Continuous lines show the fit from A-H model.

The degradation of the superconductivity in these
samples takes place faster and for smaller
gamma exposition dose. For Dexp > 110 kGy, the
percolate superconductivity totally disappears
above the 77 K.

The continuous lines in figure 3 show the
theoretical curves obtained from the A-H model
fitting of the V(I) for the bulk sample. Observe that
the model continues describing the experimental
results satisfactorily in the whole interval of
currents and studied dose.

The table 3 shows the values of the fitting
parameters. The coefficient of determination
corroborates the quality of the adjustment.

The behavior with the dose of the intergrain
junctions parameters in a massive sample
calculated from the data of the table 3 is presented
in figure 4 (a) and (b). There is appreciated that at
the beginning of the irradiation process the
junctions transport properties seem be improved,
but surpassed 70 kGy takes place a remarked
deterioration of the same ones.

This behavior can be related with the gamma
radiation ability, at low doses, to stimulate some
equilibrium ordering of the atoms in the lattice
leading to a more uniform distribution of oxygen
and vacancies in the Cu-O basal planes. As result
of this reordering is observed an enhancement

(a)                                                               (b)

Table 3. A-H model fitting parameters for YBCO bulk sample at Hext = 0 Oe

Figure 4. Dependence of the electric resistance (a) and the critical current (b) of the junctions in YBCO bulk samples
irradiated with 60Co at different Dexp and Hext = 0 Oe.
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of the superconducting properties. This
phenomenon has been reported in the literature
as an intragrain effect [11-13], but the current
experiment suggests that a similar process,
although more discreet, it can be taking place in
the intergrain junction too. Due to the criticality of
the weak links, the defects overdoping induced by
the gamma rays, produces an immediate
deterioration of transportation properties. This
takes place when threshold exposition dose is
reached, and in our experiment for YBCO bulk
samples  Dexp       ~ 70 kGy.

Comparing these results with those obtained for
the YBCO thick films observes that in the bulk
samples the effects the degradation process of
the intergrain regions with the exposition dose is
higher. It is a consequence of the method of
growth and synthesis of the superconducting
samples that benefits the film propitiating the
formation of intergrain region with smaller defects
density, higher intergrain coercion and some
preferential grain orientation.

CONCLUSIONS

The Ambegaokar-Halperin dissipative model
satisfactorily describes the current transport
phenomenon in YBCO superconducting thick films
and bulk samples exposed to the 60Co gamma
rays. The characteristic parameters that
characterized the current transport in the intergrain
junction were calculated, observing that, with the
increase in the exposition dose they are
depressed. For the bulk samples the possible
manifestation of the structural reordering
stimulated by the gamma radiation below a
threshold dose was observed in the weak link
regions. The thick films appear more resistant to
the gamma irradiation damage than the bulk
samples.
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ESTERILIZACIÓN DE INJERTOS DE AMNION SEGÚN
EL CÓDIGO DE PRÁCTICA DE APLICACIÓN

DE LA RADIOESTERILIZACIÓN

Resumen

El objetivo del trabajo fue evaluar la aplicación del Código de Práctica en la producción de injertos
amnion bajo nuestras condiciones. Este documento describe los requisitos para asegurar las activida-
des asociadas al proceso de esterilización por radiación. Se muestra la biocarga de diez lotes de
amnion, y los resultados de los experimentos de comprobación de la dosis. Esos resultados apoyan la
aplicación del Código de Práctica de Radioesterilización para la producción de injertos de amnion.

Abstract

Our objective on this work was evaluating the Code of Practice application on the amnion grafts
production under our conditions. This document describes the requirements in order to assure the
activities associated with the process of sterilization by radiation. Are showed the bioburden of ten
batch of amnion, and the results of the verification dose experiments. Those results support the Code
Practice of Radio Sterilization application for the amnion grafts production.

Key words: grafts, legal aspects, licensing regulations, regulations, biological materials,
radiosterilization

INTRODUCTION

International standards have been established for
the radiation sterilization of health care products
include medical devices, medicinal products
(pharmaceuticals and biologics) and in vitro
diagnostics [1-4]. Following a prolonged and
intensive period of study of the effects of ionizing
radiation on tissues and their chemical and
biochemical components, tissues are now
sterilized routinely by ionizing radiation throughout
the world using a variety of methods and practices.
Through its Radiation and Tissue-Banking
Program, the International Atomic Energy Agency
has sought during the period 2001-2002 to
establish the Code of Practice for the Radiation
Sterilization of Biological Tissues and its
requirement for validation and routine control of the
sterilization of tissues [5].

This Code sets out the requirements of a process that
can ensure that the radiation sterilization of tissues
always produces standardized sterile products

suitable for safe use as allografts. Although the
principles adopted here are the same as those used
for the sterilization of health care products, there are
substantial differences in practice arising from the
physical and biological characteristics of tissues.

For health care products, the items for sterilization
come usually from large production batches.  For
example, syringes are uniform in size and have
bacterial contamination arising from the
production process,  usually at low levels. It is the
reduction of the bacterial bioburden to acceptable
low levels, which is the purpose of the sterilization
process, where such levels are defined by the
sterility assurance level (SAL). The destruction of
microorganisms by physical and chemical means
follows an exponential law and so the probability of
a surviving microorganism can be calculated if the
number and type of microorganisms is known and
if the lethality of the sterilization process is also
known [6]. Two methods are used in ISO 11137 to
establish the radiation doses required achieving
low SAL values [7].
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MATERIALS AND METHODS

Code of practice for the radiation sterilisation of
biological tissues: Requirements for validation
and routine control edited by IEAE at 2002. That
document gives us the theoretic considerations
useful for verification dose and sterilisation dose
calculation.

Bioburden recovery

For verification dose establishment is necessary
the bioburden recovery as efficiently as possible.
Was selected the tissue sample in according the
size batch of amnion graft. The sample for
bioburden determination was 10 cm2 in each study
batch for this paper, divided on 10 items of 1 cm2

per one. For bioburden recovering was applied the
ISO 11737-I [2].

The experimental work was make in the
Microbiology Laboratory of CEADEN following the
standard procedures of operation (SPO) in accord
with ISO standards and under good laboratory
practices.

Each item was immersed in 50 mL of peptone
water. The flask was gentile agitated by 10
minutes at room temperature.  After that, the liquid
was filtrated by nitrocellulose acetate filter with
0.45 μm of diameter. Each filter was washed with
20 mL of distilled water and it was placed over
Triptona Soya Agar layer in sterile plate, that were
incubated at 35 +/- 2 oC for 48 hours. After
incubation time, count colony was make under
microscopy Olympus CH-2. 10 replicas were
make.

Determination of recovery efficiency

It was carrying out following the same bioburden
recovery experiment, with twice extractions after the
first wash, under same conditions.
The extraction recovery efficiency was calculated
with data of each washes, employed the next
mathematical expression (1):

             A         . 100
       A+ B+ C

Where: A, B, C are bioburden averages after first,
second, and third washes.

Bioburden determination of amnion graft

For this objective we used the expression below
showed, where some aspects are take account:

      X x d x 100%         where: B graft bioburden
            E x dSIP  X SIP bioburden

 d graft size
 E recovery efficiency

                                                  dSIP  SIP size (1 cm2 )

Verification dose experiment

The verification dose was calculated using the
Code of Practice where we can find the radiation
dose required to achieve given SAL for different
bioburden having standard distribution of
resistance. The verification dose experiment was
perform through a sterility test of the samples of
amnio tissue was carried out employing Triptona
Soya Broth (TSB) in order to detect the presence of
aerobic micro-organisms like is recommending at
ISO 11737-II [3].

Samples irradiation

There were irradiated 10 cm2 at the verification
dose calculated. It was used a power self-
model PX--30 with 60Co  sources. The dose rate
was of 3.389 kGy/h. The dose mapping of the
process and the installation was done using the
Fricke dosimeter [8], while for the routine dose
mapping was employed Red Perspex
dosimeters [9].

RESULTS AND DISCUSSION

Under our interpretation of the Code of Practice,
the first step is the bioburden determination of the
grafts to radio-sterilize. Is necessary carry out the
bioburden determination for two reasons. In first
place for the validation of the sterilization process,
in order to determine the sterilization dose or
verification doses. In addition, the bioburden
determination is useful for the routine control of the
production process, in terms of the number and
nature of the micro-organisms present at the
grafts before the sterilization.

The presented work was carried out with 10
samples of 10 batch of amnion graft elaborated at
the Technologies Application and Nuclear
Development Center (CEADEN). The samples
were selected at random and in the quantity
indicated in the Code of Practice.

In the table 1 are showed the results obtained in
the experiments of bioburden recovering and
bioburden estimate from samples of amnion
tissue graft.

In each replica of the experiment of bioburden
recovering was determined the employed method
efficiency, the average was calculated as 88.1%.
In our opinion, this step is necessary since the
method proposed is based on the quantity and
kind of micro-organisms present in the product at
the previous stage of the sterilization. For this, the
efficiency of the method employed in order to
determine the bioburden is important in the
obtaining of resulting reliable, then with this fact is
possible to specify the results obtained in the
calculation of the verification dose.

E=

B=
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For this kind of processes, is accepted same or
higher efficiency at 80%, therefore the results
obtained could be considered right and the
conditions in those that it was carried out the
experiment, adequate.

With the data obtained in the experiment of bioburden
recovering and knowing the efficiency of the employed
method is possible to determine the bioburden of
each batch of grafts. All the data shown in table 1 were
calculated by the mathematical expression that we
describe above. This mathematical expression takes
in to account the relationship between the bioburden
of the portion item sample utilized for the experiment,
the dimensions of the item. We consider the efficiency
of the process employed for the recovered of the
bioburden, also that confers a greater precise at the
gotten result.

However, keeping in mind that the determination
of the bioburden is the principal stage of the
effective of the application of the Code of
Practice, because forget the efficiency of the
recovering of utilized method extraction, could
implicate errors in the verification doses
determination.

Once calculated the verification dose for each
batch, they are carried out the irradiation of the
sample of each one of them, applying good
practical of irradiation.

The dose applied for the experiment of verification
was calculated employing the fact of the esteemed
bioburden. The table 2 show them values
calculated of verification dose and sterilization
dose for each batch was calculated according to
the Code of Practice for the Radiation Sterilization
of Tissue Allografts.

Table 2. Verification dose calculated and
sterilization dose for esteemed bioburden

The experiment of verification dose was carried out
pre-setting a level of insurance of the sterility
according to the quantity of samples, which
implicates that the calculated dose will eliminate
the population of micro-organisms with a
proportional probability at the SAL, if the same has
a standard distribution of resistance. If the result of
the sterility test of the graft irradiated at the
verification dose show two or fewer positive, the
test is accepted.

Once that we has been calculated the verification
dose for each batch, it is necessary check the
resistance of the polluting population by means of
a tests sterility, then this is a rehearsal designed in
order to determine if viable forms of micro-
organisms are present in the graft.

The sterilization is an example of process in that
the efficacy could not be verified for retrospective
inspection and tests at the product [10]. The
exposition at a validated sterilization process, and
carefully controlled, it is not the only associate
factor with the provision of guarantee of that the
product will be sterile and that it is adequate for the
use at the that is destined. Is also very important
know the microbiological quality of the product
before the irradiation [11].

The sterilization is the process for which all the
types of micro-organisms are already eliminated
(in terms of their inability in order to reproduce).
This implicates that the sterility is defined like an
absolute condition, that is to say like a free state of
live microorganisms. Therefore are assumed that
only it is possible find sterile products or not
sterile. However this creates a conflict with the
mathematical concepts of the probability of the
sterility.  According to this, then the sterility is not an
absolute condition and for it the better possible

Table 1. Bioburden recovered and esteemed from
samples of amnion grafts
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result is that the probability of existence of sterility
is acceptably high [12]. Another authors had
recommended dose below 25 kGy as sterilization
dose for amnion grafts, like us [13].

CONCLUSIONS

The Code of Practice for Radio-sterilization is
applicable to amnion production make under our
conditions.

The Code of Practice for Radio-sterilization
application permitted to reduce the sterilization
dose to under 20 kGy for amnion grafts.
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PHYSICAL-CHEMICAL MODIFICATION OF SODIUN

ALGINATE ALGIMAR BY IRRADIATION

MODIFICACIÓN FÍSICO-QUÍMICA EN ALGINATO DE SODIO
ALGIMAR  IRRADIADO

Resumen

El artículo presenta los resultados relacionados con estudios sobre la viscometría, la densitometría y la
espectroscopía infrarroja de los efectos inducidos por la radiación  gamma en alginato de sodio Algimar.
La disminución de la viscosidad intrínseca y la masa molar indican que el cambio principal en la escisión
fue el proceso dominante para el sistema irradiado en los estados líquido y sólido. La poca variación en
el volumen específico, y los resultados infrarrojos muestran que la degradación en cadena ocurrió sin
cambios significativos en la estructura química. Los resultados tienen una implicación práctica en el
campo de la radiomodificación y la radioesterilización del alginato de sodio para la formación de
microcápsulas.

Abstract

The effect of gamma radiation on the physical-chemical properties of sodium alginate Algimar has been
investigated.  Dilution viscometry, densitometry, and FTIR spectroscopy served to identify modifications.
Decreasing intrinsic viscosities clearly revealed chain cleavage for both solid alginate and alginate in
aqueous solution. The invariance of the partial specific volume and infrared results indicate that chain
degradation occurs without significant change of the chemical structure. The obtained results have
practical implication in the field of radiation modification and sterilization of sodium alginate used for
microcapsule formation.

Key words: alginates, capsules, gamma radiation, mechanical properties, radiolysis,
radiosterilization

INTRODUCTION

Sodium alginate, a polymer isolated from algae,
has found increasingly interest for biomedical
applications due to its advantageous, partly
unique, properties but also to its low costs.
Some of the applications require sterile
materials.  For this purpose irradiation
techniques seem to have advantages since they
do not require any additives, which can
contaminate the final sterile product with toxic
residuals [1]. However, the effect of irradiation on
the alginate characteristics has not been
described yet concerning its use as material for
microcapsule formation.  Therefore, the aim of

the study presented herein was to identify the
influence of the absorbed dose of gamma
radiation on the molar mass and chemical
structure of the sodium alginate. These
parameters are known to affect the network
structure of alginate complexes and, as a
consequence, the mechanical strength and
stability of microcapsules produced from
alginate.

MATERIALS AND METHODS

Sodium alginate (Algimar FAC Bach Na-0069) was
supplied by the Biomaterial Center of the
University of Havana Prior to use all solutions were
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Figure 1. Intrinsic viscosity of sodium alginate as a
function of absorbed dose, and influence of the medium
conditions.

filtered (0.22 ì m micron cellulose filter, from
Schleicher & Schuell Germany).

Viscometry

The intrinsic viscosity [η], was extrapolated
according to Huggins (equ. 1) plotting the reduced
viscosity, ηred, vs. the polymer concentration, c [2].

                   (1)

ηrel represents the relative viscosity, the ratio of the
flow time of the polymer solution and the solvent.
Viscosity measurements were performed in 0.1 M
NaCl at 25°C using a capillary viscometer
(Viscologic TI 1, SEMA Tech, France).

The viscosity molar mass of sodium alginate was
calculated from the Mark-Houwink Sakurada
equation [3].

             (2)

Where K and α are constants. K= 2.0 x 10-2 ml/g,
and α= 0.83 [4].

Density measurements

The partial specific volumes were calculated from
a concentration series of density measurements
carried out at 20°C using a Digital Precision
Density Meter DMA6OIDMA6O2 (Anton Paar, Graz,
Austria).

Infrared spectroscopy

All-were registered using a ATI Mattson Genesis
FTIR with a spectral range
of 4000-1000 1/cm; employing 10 ì g samples.

Ionizing irradiation of the samples

Alginate samples were irradiated in sealed
glass ampoules in vacuum or under oxygen
atmosphere in a 60Co gamma source, at the
Center of Technological Applications and
Nuclear Development (CEADEN), Havana, Cuba.
The activity of the radiation chamber was 10 kCi
and the dose rate was 3.28 kGy/h, according to
Fricke and ceric sulfate dosimetry. The applied
doses were in the range of 1 to 100 kGy.  Both
alginate powder and alginate solutions were
irradiated.

RESULTS AND DISCUSSION

The conditions under which irradiation occurs
can significantly influence the properties of the
final materials. Alterations in the molecular
structures of the polymers appear as changes in
the chemical or physical properties. Alginate
belongs structurally to polysaccharides for wich is
known that the irradiation conditions can

significantly influence the properties of the final
materials [5]. Alterations in the molecular
structure of the polymers provoke changes in the
chemical or physical properties [6]. The effect of
ionizing radiation on the chain length of sodium
alginate was viscometrically monitored.

Plots of the intrinsic viscosity as a function of
adsorbed doses are presented in figure1.

It is obvious that the system viscosity
decreases exponentially if the absorbed
radiation dose increases. The distinct decrease
of this parameter indicates that main chain
scission is the dominating process. These
results can be explained by the fact that
irradiation of polymers can produce a complex
cascade of events such as electron ejection,
exited state formation and finally C-C scission
[7]. The beneficial effect of decreasing viscosity
in the case of formation of small capsules is
reported by Stevenson [8], that it facilitates the
rate of mass transference of nutrients and cell
products. In order to calculate the radiation
chemical yields of scission, the number
average molar mass Mn was correlated with Mv
as follows [9]:

                           (4)

for the random distribution. Furthermore, the
dose dependence of the number average molar
mass was transformed to the coordinates
resulting from the statistical theory of radiation
cross linking and scission proposed by
Charlesby [10] (figure 2).
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Since one gram of polymer contains Na/ Mn
molecules after absorbed dose D and Na/Mno at
the beginning, one obtains:

                          (5)

Where:  Mvo, Mv denote the number average molar
mass before and after irradiation with dose D;
G(S) is the radiation chemical yield of scission
and Na is Avogadro’s number (figure 3).

Radiation yields of scission, calculated from the
linear correlation were Gs= 1.1ì mol J-1 for the
samples irradiated in solid state, Gs= 3,2 ì mol J-1

for irradiation in vacuum, and Gs= 5,3 ì mol J-1 in
oxygen, respectively. These results are in
agreement with those reported for other irradiated
polysaccharides [11].

Whereas the decrease of the molar mass of
sodium alginate with increasing absorbed

radiation dose could clearly be demonstrated, the
densities measurements did not reveal systematic
structural modification (see figures 4,5). The
density values scatter within an error of ± 5%.

Figure 2. Number average molar mass as a function of
absorbed dose and system conditions.

Figure 3. Reciprocal of Number average molar mass, of
sodium alginate as a function of absorbed dose and
medium conditions.

Figure 5. Dependence of the partial specific volume, (n),
of sodium alginate on the absorbed dose.

Figure 4.  Density of non-irradiated and irradiated sodium
alginate, using 0.1 M NaCl as solvent.

In general, the partial specific volume (ν) of
polymers depends on the chemical structure but
not on the molar mass if end group effects can
be neglected. As figure 5 demonstrates, using
the partial specific volume (ν), as a measure for
structural change, the system is stable up to
absorbed dose of 25 kGy.  It should be noticed
that the partial specific volume is slightly higher
for the sodium alginate in 0.1M NaCl as solvent,
than for sodium alginate in water resulting from
different solute-solvent interactions.  This
implies that chain degradation occurs without
significant modification of the chemical
structure. This interpretation was confirmed by
the IR results (see figure 6).

Vacuum
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Spectra are sensitive to functional groups for
instance carboxylic group of the sodium alginate
which shows a characteristic bond at wave
number 1404 cm-1 as a reference [12].

Comparing all the spectra of the irradiated
sodium alginate powder up to adsorbed doses of
25 kGy they do not reveal any significant
difference to the spectra of non-irradiated sodium
alginate Algimar. That indicates that the chemical
structure is not significantly altered by absorption
of such a dose.

CONCLUSIONS

Viscometry, densitometry, and FTIR
spectroscopy are suited to study the influence of
gamma radiation on the stability of sodium
alginate. Viscosity measurements quantitatively
revealed the extend of chain degradation as a
function of the applied radiation dose.  Less
degradation was identified for the solid material
in comparison to alginate in solution. From
density measurements in water and NaCl
solution, as well as from FTIR spectra, can be
concluded that no significant chemical
modification occurred for adsorbed doses up to
25 kGy.

The results obtained have a practical impact on
the radiation sterilization of sodium alginate in
with subsequent utilization for microcapsule
formation. It has to be considered that main-
chain degradation occurs if a certain radiation

dose is exceeded. Moreover, the results of the
study support the estimation of the extend of the
irradiation influence as a function of the
experimental conditions in practical
applications.
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EFECTO DE LA TEMPERATURA DE IRRADIACIÓN Y EL TIEMPO
DE POST-IRRADIACIÓN EN LA RESPUESTA DE LOS DOSÍMETROS

RED PERSPEX 4034

Resumen

En el control del proceso de irradiación para el rango de altas dosis uno de los sistemas dosimétricos
más empleados como dosímetro de rutina son los Perspex, debido a que es un sistema reproducible,
de fácil manipulación y rápida  lectura. En este sistema, al igual que en otros, su respuesta está
afectada por diferentes factores, los cuales provocan una sobreestimación en el valor de la dosis
absorbida si estos no son considerados. En el trabajo se estudió la influencia de la temperatura de
irradiación y el tiempo post-irradiación en el valor de la dosis absorbida de los dosímetros Red 4034
Perspex Batch EN, lo cual permitió obtener valores exactos de dosis absorbidas en el control del
proceso de irradiación.

Abstract

To control the radiation  processing in the  high dose range one of the dosimetric systems  more
employed as  routine dosimeters  are the  Perspex,  due  that it is a reliable system, of easy manipulation
and quick measurement. In this system, at the same as  another, the response is affected for several
factors, it which  produce an overestimation in the absorbed dose value if they are not take account. In
the present paper  was studied the influence of the irradiation temperature  and the  post-irradiation time
in the absorbed dose value of the  Red  4034 Perspex dosimeters Batch EN, it which  would allow us
to obtain accurate absorbed  dose value in the radiation  processing control.

Key words: calibration, dosemeters, irradiation, Perspex, temperature monitoring

INTRODUCTION

In the radiation processing  control at industrial
scale is important provide dosimetric systems
present a number of characteristics  as are easy
handle, quick readout, equivalent absorption at
biological tissue and a wide measurement dose
range. For these reasons  the Red  Perspex
dosimeters are thoroughly employed as  routine
dosimeters in the process control.

The first factors studied  to know their influence in
the response of the Red Perspex dosimeters they
were errors in the measurement wavelength, the
bandwidth,   water content and the  dose rate, this
last  being object of study since the first  have been
thoroughly standardized [1]. However at present,
the factors more studied that affect the dosimetric
system response are the dose rate, the irradiation

and storage temperatures as well as the post-
irradiation time.

On the other hand, it has been found in the
literature that exists a light dependence of the
response in the  temperature range  of 20 at 43°C
during the irradiation [2-4], the effect of high
temperature during the immediate time  after the
irradiation could produce errors in the estimation
of the dose with relation at  calibration and
storage temperatures of the laboratories, for
example at 23°C [4,5].

In dependence of  irradiation facility design and
the operation procedures, the irradiated
dosimeters could remain at elevated
temperatures for several hours or days before the
measurement. Therefore the conditions found in
the practice of the relation temperature/
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measurement time could be thoroughly different
at the employed in the calibration classical
method [6] and in the practical application of
these  dosimeters  the best dosimetric accuracy
is to be expected  for readings  carried out  shortly
after  irradiation, but this is not always possible,
in practice,  particularly in the case of exchange
and intercomparison of dosimeters irradiated at
different facilities and in many occasion the
operator could not carry out the measurements
immediately concluded the irradiation, everything
which constitutes possible errors in the
measurement of the  absorbed dose as a
function of the time lapsed before the readout [2].

To take account the studies carried out on the
influence of the dose rate, irradiation  and  storage
temperatures and measurement time  after the
irradiation it is could to point that these affect the
response of Red Perspex dosimeters  of a
combined manner, depending on the determined
values for each factor. For this reason in the
present paper was studied the influence of the
irradiation temperature and the elapsed time
before measurement in the response of the Red
4034 Perspex dosimeters Batch EN.

MATERIALS  AND METHODS

In order to know the effect of the irradiation
temperature in the response of these dosimeters
three temperature values were selected, 10, 25
and 29,5°C, due to  the last value is the irradiation
chamber temperature  without cooling system,
the value of 25°C corresponds at the temperature
with which the most part of products  are
irradiated  and the value  of 10°C since many
investigations are carried out for this temperature
value. The dosimeters were irradiated at dose
values of 5 and 25 kGy and  dose rate of 2.2 kGy/h,
which  was determined employing the sulfate ceric
dosimeter [7].

In the case of the study to know the effect of
elapsed time before measurement the
dosimeters were irradiated for dose rate of 5, 15,
25, 40 and 50 kGy, with a dose rate value of
1,28 kGy/ h, with irradiation temperature  of 40°C
and storage temperature of 30°C and they were
measured  at 2 hours, 7, 14, 21 and 28 days after
irradiation.

All the irradiations were carried out at
temperature of  25 ± 1°C in a self-shielding
research  irradiator, type PX-ã-30, with 60Co
sources, it were carried out four replicas for
radiation dose in correspondence with the
standards of the American Society for Testing
and Materials (ASTM) [8], the dosimeters were
placed in the center of the inferior part of the
irradiation chamber in a lead jacket with
polyethylene foam in order to get the  electronic
equilibrium conditions.

The  induced absorbance values  (K) by the
radiation in the dosimeter were measured in a
LKB-Biocrom Ultrospec II 4050
spectrophotometer, for a wavelength value of
640 nm, temperature of 25 ± 1°C and a relative
humidity  60%. The thickness (X) of each
dosimeter  was measured with a micrometer of
precision of ± 0,01 mm. The induced specific
absorbance value (K*) of each dosimeter was
determined for the following expression:

K* = K / X ( cm-1)

RESULTS  AND DISCUSSION

Table 1 is shown the K* values  obtained for the
studied irradiation temperatures  and the
absorbed  doses and in the table 2 the relative
errors (Er) values for the different temperatures,
where it is observed  for the high absorbed dose
value and high irradiation temperature values
exist significant difference it which does not occur
for the minor dose value, it to take account that the
uncertainty in the measurement of the   induced
specific absorbance in the Red  Perspex
dosimeters  is of  2%, it is in agreement with the
results found for  high temperature values and
another batch kind of Red Perspex dosimeters
[9-10].

Table 1.  K*  values for studied irradiation
temperatures and  absorbed dose

The table  3 shows the  K* values obtained for
the studied doses and the different times of
measurement after  the irradiation concluded
while in the table 4 is shown the relative errors
at 2 hours of measurement with relationship at
the other times, where it is observed that until
the dose value of 25 kGy and  14 days of
measurement there is no significant difference
and for last times at this  dose value there is
significant difference. However for high
absorbed dose, 40 and 50 kGy, from the first
7 days of measurement exist significant
difference. These results demonstrate the
influence of the elapsed time before
measurement in the response of this dosimetric
system,  which are in agreement  with they
results obtained by Whittaker and Prieto in
another kind of Red 4034 Perspex dosimeter
Batch [6, 11, 12].
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CONCLUSIONS

The response  of the Red 4034 Perspex
dosimeters Batch EN  is sensitive at the
variations of the irradiation temperature and the
elapsed time before measurement  the same
as other batch, this effect can be more
significant  in correspondence at the  relation
between the  absorbed dose values, irradiation
temperature  and the elapsed time before
measurement of the dosimeters,  for this
reason for their employment in industrial
facilities these dosimeters should be calibrate
under the same work conditions  of the facility
in order to avoid a serious overestimation of the
absorbed dose value in the radiation
processing control.
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CORROSION EVALUATION OF AISI 316L STEEL

IN CHLORIDE–PHOSPHATE SOLUTIONS: APPLICATION

OF ELECTROCHEMICAL NOISE MEASUREMENT

EVALUACIÓN DE LA CORROSIÓN DEL ACERO AISI 316L
EN SOLUCIONES CLORURO-FOSFATO: APLICACIÓN

DE LA MEDICIÓN  ELECTROQUÍMICA DEL RUIDO

Resumen

El objetivo del trabajo fue la utilización del Ruido Electroquímico como herramienta para el diagnóstico
del comportamiento del acero inoxidable AISI 316L, expuesto a una solución de cloruro de sodio
mezclada con hidrógenofosfato de sodio (Na2HPO4) y el dihidrógenofosfato de sodio (NaH2PO4). Para
este fin se estudia la influencia de la temperatura en el desarrollo de la corrosión por picadura. Se
emplean la técnica de Potenciodinámica Convencional y el Análisis del Ruido Electroquímico. Para este
último, se comparan resultados de los métodos estadísticos y espectrales de evaluación de señales.
No se produce ninguna corrosión por picadura en AISI 316L en la solución estudiada, por lo menos
hasta los 120 ºC. En contraste, la falta de estas sales de fosfato en solución de16 g/l de NaCl puede
inducir la corrosión por picadura con un subsiguiente desarrollo de moho en la superficie del acero. La
Resistencia del Ruido electroquímico Rn, (método estadístico) y la Resistencia del Ruido Espectral Rsn
(método espectral) se calculan a partir del Potencial  y de las Densidades Espectrales de Corriente. Se
observa una buena correlación en los resultados.

Abstract

The aim of this paper is the use of the electrochemical noise (EN) as a tool for the diagnosis of the behavior of
AISI 316L stainless steel, exposed to a sodium chloride solution mixed with sodium hydrogenphosphate
(Na

2
HPO

4
) and sodium dihydrogenphosphate (NaH

2
PO

4
).To this purpose the influence of temperature on the

development of pitting corrosion is studied.Conventional Potentiodynamic technique and analysis of
electrochemical noise signals are used. For this latter, results of statistical and spectral methods of signal
evaluation are compared.No pitting corrosion in AISI 316L in the studied solution is developed, at least up to 120
ºC. In contrast, the lack of these phosphate salts in 16 g/l NaCl solution can induce pitting corrosion with a
following rust development on steel surface.Electrochemical noise resistance R

n 
(statistical method) 

 
and

spectral noise resistance R
sn 

 (spectral method) are calculated from the potential and current power spectral
densities. A good match is observed.

Key words: gamma spectroscopy, scanning electron microscopy, steels, water chemistry, X-ray
fluorescence analysis.

INTRODUCTION

Electrochemical noise has shown some
advantages over conventional techniques for
evaluating corrosion processes. This technique
can be applied without polarization of the probe,
not perturbing the ongoing studied event.
Therefore, it is being used for monitoring in real
time the degradation of industrial components
such as water systems, chemical reactors, etc [1].

In laboratory conditions [2,3] electrochemical noise
measurements also allow to perform a diagnosis
of the material behavior in specific environment

conditions. It is well known that austenitic
stainless steel is prone to pitting corrosion in
chloride solutions. Alloying with Molybdenum
enhances sensibly its corrosion resistance.
However, even for this material pitting can occur
over a critical pitting temperature (CPT) for specific
values of chloride concentration and
electrochemical potential. Below CPT the material
is not damaged.According [4] AISI 316 stainless
steel exhibits pitting corrosion over 55 ºC in 0,17M
NaCl solution. This concentration has practical
interest for some industrial formulations in which
phosphate ions are added.On the other hand,
there are some references on the passivating
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character of phosphates, in spite of their non-
oxidating ability. The aim of this paper is the
application of Electrochemical noise
measurements to analyze the behavior of
stainless steel AISI316L in sodium chloride
solutions, where sodium hydrogen-diphosphate
and hydrogen-monophosphate are added. In spite
of the known high corrosion resistance of this
material, in practice some pitting events have been
observed in industrial systems where such
solutions are used.

Conventional polarization techniques and the
measurement of electrochemical noise signals
are applied. For this last technique results of
statistical and spectral analysis are compared.

MATERIALS  AND METHODS

Samples with a 1 cm2 surface were cut from AISI
316L tubes. Elemental composition of steel is
specified in table 1. Surface roughness was
Ra = 0.25 μm. Pairs of nominally identical
electrodes were used for the measurement of
electrochemical noise of electrodes voltage and
the flowing current between them in a ACM  GILL4
Analyzer. Sampling  rate was two points per
second and the length of the time record was 2048
points. No external polarization was applied to
samples.

samples of AISI 316L were exposed to solution at
120°C during 8 hours in a static miniautoclave with
5 ml volume.

RESULTS

Electrochemical noise

Experimental potential and current time-dependences
are shown in figures 1 and 2, respectively.

At 25 and 60ºC the measured replica of potential
noise are located in an interval between -200 and
+70 mV. At 60 ºC the dependence shows more
transient events. At 85ºC potentials are much more
negative, between -300 and -450 mV.
In figure 2 the current flowing between the two
identical electrodes is shown. Negative or positive
values depend on which electrode was activated. A
very low current  (< 10-2 mA/cm2) is obtained at
25ºC and it is increased with temperature. At 60ºC
a high quantity of transients is observed. At 85ºC
fewer events are recorded, but the amplitude of
fluctuations is higher.

Mean values of current and voltage, their standard
deviations and the calculated electrochemical
noise resistance Rn are given at each temperature
in tables 2 and 3. As it is shown, mean current
grows from 3,2 μA/cm2 at room temperature up to
34,2 μA/cm2  at 85ºC.

Power spectral densities for potential and current
are given in figures 3 and 4, respectively.

Potentiodynamic polarization dependences vs.
temperature

Results of polarization curves are given in table 4
and figures 5 and 6. As it is shown, passivity is
kept over the studied temperature range. In
phosphate solutions for all measured temperature
range, corrosion potential shift towards more
negative values, relative to their analogous values
in NaCl solution, whereas currents are smaller.
This difference is diminished with the temperature
increment up to 85°C, when anodic current for both
environments become similar.

The grow of temperature does not highly affect the
extent of the passive zone. However, the protection
zone (ΔEprot ) drops up to null at 85°C. This fact
indicates that material is passive at the corrosion
potential. Nevertheless, if the steel already
presents pitting corrosion before exposition to
solution “old pits”, even a small grow of corrosion
potential will cause them to get deeper. New pits,
however, will not be formed.

Autoclave tests

The exposition of samples in autoclave at 120°C in
solution 16 g/l NaCl + 2.24 g/l Na2HPO4  + 2.48 g/l
NaH2PO4  during 8 hours did not show any surface
attack.

Table 1. Chemical composition of AISI 316L
(weight %)

Time-dependences of noise signals were
obtained at 25, 60 and 85°C in chloride-phosphate
solution with a composition 16 g/l NaCl + 2.24 g/l
Na2HPO4  + 2.48 g/l NaH2PO4  (pH = 6,4). Heating
of the solution was accomplished with submerged
electrodes. End temperature was reached in two
minutes. At this moment, noise measurements
were started.  Three replica were used voltage and
current noise dependences were analyzed by both
statistical and spectral methods [5-7].

According to statistical method, mean current I and
potential V, the corresponding standard deviations SI
and  SV where calculated at each selected
temperature. For the spectral method, power
spectral densities (PSD) were calculated from the
time- dependences of potential and voltage
fluctuations, applying the fast fourier transformation
(FFT). At the same time potentiodynamic polarization
dependences were obtained to evaluate the extent of
passivity of the steel in the given solution.

Measurements were carried out at 25 and 60°C, in a
PS4 electrochemical system and  in a ACM  GILL8
equipment at a polarization rate 1 mV/s. Finally,
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Table 2. Calculated statistical parameters of current noise spectra
Material:  AISI 316L
Solution: 16 g/l NaCl + 2.24 g/l Na2HPO4 +2.48 g/l NaH2PO4

Tabla 3. Statistical parameters of potential noise spectra
Material:  AISI 316L
Solution: 16 g/l NaCl + 2.24 g/l Na2HPO4 +2.48 g/l NaH2PO4

Figure 1. Time dependence of potential fluctuations for
austenitic stainless steel AISI 316L in solution 16 g/l NaCl
+ 2.24 g/l Na2HPO4 + 2.48 g/l NaH2PO4  at 25, 60 and 85°C.

Figure 2. Time dependence of current fluctuations for
austenitic stainless steel AISI 316L in solution 16 g/l NaCl
+ 2.24 g/l Na2HPO4 + 2.48 g/l NaH2PO4  at 25, 60 and 85°C.

Figure 3. Power spectral density spectra of voltage noise
for austenitic stainless steel AISI 316L in solution 16 g/l
NaCl + 2.24 g/l Na2HPO4 + 2.48 g/l NaH2PO4  at 25, 60 and
85°C.

Figure 4. Power spectral density spectra of current noise
for austenitic stainless steel  AISI 316L in solution 16 g/l
NaCl + 2.24 g/l Na2HPO4 + 2.48 g/l NaH2PO4  at 25, 60 and
85°C.
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DISCUSSION

Electrochemical noise

Time dependences for current noise show that
observed fluctuations are given by prepitting events,
i.e, metastable pits that repassivate spontaneously.
The amplitude of current fluctuations in noise
curves is in the range 1-10 μA at room temperature
(figure 2). This behavior is in agreement with the
effect cited in [5] on the development of metastable
pits, which did not propagate additionally. Their
depth is only about 0,1-1 μm , being harmless to
the material. Nevertheless, in some given
conditions these pits could destructively propagate.
At 85°C the quantity of prepitting events is greater.
The larger current amplitude (figure 2) should be

Table 4. Dependence corrosion potentials vs. temperature for AISI 316L

associated to a certain weakening of the steel
passive layer. On the other hand, current PSD
dependences do not change their slope with the
grow of temperature. Instead, they exhibit a shift
towards values of spectral density, almost 3 orders
higher (figure 4). This effect indicates a grow of the
rate of pitting corrosion, according [7], where the
influence of the transition from a passive system
(carbon steel in a phosphate solution) to a pitted
state (addition of chloride ions) was studied.

According [5] the number of events in current PSD
curves increase with corrosion rate. Furthermore,
from simulated data for stainless steel 316 in  0,1M
NaCl, all the spectra is shifted towards higher
values of density with the increase in the same
order of such factors like the nucleation rate λ of

Figure 6. Polarization curve  of AISI 316L austenitic
stainless steel in 1,6 weight % NaCl solution  and the
working solution 16 g/l NaCl + 2.24 g/l Na2HPO4 + 2.48 g/l
NaH2PO4  at 85°C.

Figure 5. Polarization curve  of AISI 316L austenitic
stainless steel in 1,6 weight % NaCl solution  and the
working solution  16 g/l NaCl + 2.24 g/l Na2HPO4 + 2.48 g/l
NaH2PO4  at 25°C.

1 The working solution

2 1,6 % W/W NaCl solution

T = 25oC

1 The working solution

2 1,6 % W/W NaCl solution

T = 85oC
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metastable pits , the mean value of current density I
and the mean radius of pits.  In fact, calculated in [6]
PSD spectra of voltage and current noise show
similar behavior to the obtained ones in this paper.

From the PSD dependence of voltage and current
the spectral noise resistance Rsn is defined as

Rsn  = [VFFT  (f) / I FFT (f) ]
1/2                                             (1)

where, VFFT(f) and I FFT(f) are the PSD voltage and
current profiles, respectively, as it is shown in figures
3 and 4.

The obtained values for the spectral noise
resistance Rsn  are given in figure 5. The ratio
Rn  = SV / SI which is defined as noise resistance in
the Statistical method also shows a decreasing with
the grow of temperature, in a similar way as the
obtained Rsn values do.

Electrochemical noise resistance Rn  has been
proposed as a measure of the general and local
corrosion rate [8,9]. According some authors it has a
behavior similar to polarization resistance Rp.
Therefore, electrochemical noise measurements
should allow to perform a non-perturbative
monitoring of corrosion kinetics. During the
measurement no external potential is applied,
whereas in the conventional Rp Test a slight
polarization should be applied. From figure 7 a good
agreement between Rn  and R sn values is obtained to
describe the increase of corrosion process with
temperature. The following relationship has been
analytically demonstrated elsewhere [9] for
electrodes with identical impedances Z1 = Z2 >> Rs ,
where Rs is the solution resistance.

Rn  = Abs(Z(0)) = Rp   =Rsn (0)                                    (2)

Z(0) y Rsn(0)  are the Impedance and spectral
noise resistance at null frequency, respectively.

Similar behavior for electrochemical noise
resistance Rn and the polarization resistance Rp
was experimentally shown in [5] to describe the
transition from a passive state to a locally corroded
state, due to a chloride addition, although their
respective absolute magnitude differ. Moreover, the
action of the added chloride ions induces a
decreasing of Rn. A threshold value for spectral
resistance exists, under which the material in the
installation becomes pitted. It follows that, if this
value could be determined , then on-line
monitoring is possible before pits could be visible.

Potentiodynamic Polarization

A study on the effect of temperature and potential
on the inhibitive action of some oxoacid salts for
pitting in chloride solutions has been reported
elsewhere [10]. The influence of phosphate ions
on the pitting corrosion of AISI304 stainless steel
was included. According this paper phosphate
inhibits efficiently this type of corrosion at high

temperature (80 -150°C) in solutions 0,1 M de
NaCl + 0.1 M (Na2HPO4 +NaH2PO4).

Nevertheless, authors suggest the possible
development of pits in the above mentioned

Figure 7. Temperature dependence of electrochemical
noise resistance R

n 
 and spectral resistance  R

sn  
for

austenitic stainless steel AISI 316L in 16 g/l NaCl + 2.24
Na

2
HPO

4
 + 2.48 g/l NaH

2
PO

4 
).

solution at lower temperatures during the heating
process, due to the poor protecting capacity of the
resulting passive layer.  Moreover, it should be
underlined the risk of pitting initiation, due to a
scarce concentration of passivating agent.
At the same time, sodium dihydrogenphosphate
(NaH2PO4), which shows a neutral or slight acid
hydrolysis, is not a real steel passivator.  On the
other hand, sodium hydrogenphosphate
(Na2HPO4) is as good passivator as sodium
phosphate (Na3PO4), despite the higher resulting
solution pH  for the last one [11].

Experimental data obtained from potentiodynamic
tests (table 4) show that AISI 316L stainless steel
does not develop pits in solution
16 g/l NaCl + 2.24 Na2HPO4  + 2.48 g/l NaH2PO4
(pH  = 6,45) at temperatures up to 85°C. The
difference between Pitting and Corrosion Potential DE
keeps nearly constant. Only the Protection Gap  DEprot
decreases to cero at 85°C, i.e. , old pits will propagate.
Instead, new ones will not appear. For this material
anodic current at the passive potentials is higher in
NaCl solution without phosphate addition. At the same
time corrosion potential is more active.

CONCLUSIONS

1. Critical pitting temperature for austenitic
stainless AISI 316L in solution
16 g/l NaCl + 2.24 g/l Na2HPO4  + 2.48 g/l NaH2PO4
(pH = 6,45) is higher than 85°C.
2. A good match of electrochemical noise
resistance Rn and spectral resistance Rsn
temperature dependences was found.
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DESARROLLO DE UN IRRADIADOR BETA PARA EL ANÁLISIS
DE LA LUMINISCENCIA DEL CUARZO

Resumen

En el presente trabajo se describe el desarrollo de un irradiador beta de Sr/Y-90. El irradiador, diseñado
para ser usado como parte de una instalación para el análisis de la luminiscencia del cuarzo, es capaz
de depositar dosis con una velocidad de 100 mGy/s aproximadamente en una capa de granos de
cuarzo de 150 μm. El diseño tiene en cuenta el por ciento permisible de dosis dado a una muestra
adyacente no irradiada. La operación segura del irradiador se garantiza usando un cierre de seguridad
que impide que el irradiador pase al estado abierto precipitadamente.

Abstract

In the present work the development of a Sr/Y-90 beta irradiator is described. Designed to be used as
part of an installation for quartz luminescence analysis, the irradiator is capable to deliver doses in a
150 μm layer of quartz grains with a rate of approximately 100 mGy/s. The design takes into account the
permissible cross-talk. The safe operation of the irradiator is assured by using a security lock, which
prevents the irradiator to pass unadvisedly to an open state.

Key words: luminescence, measuring instruments, thermoluminescent dosemeters, strontium 90

INTRODUCTION

The photoluminescence of natural dosimeters
(quartz, feldspars, Al2O3) is being widely used in dating
and retrospective dosimetry [1-3]. Due the great
variability in the composition of such natural materials,
even within samples collected in the same place, the
response to a given dose could differ significantly [4].
To overcome this drawback, it is necessary to
construct a calibration curve for each sample. The
complexity of such a procedure, which involves
repetitive steps, has made crucial the development of
automated readers [5,6].

The beta irradiator constitutes an essential element of
these installations. The design of a beta irradiator
should comply with four basic requirements. First, in
order to be operable, the irradiator is radiologically
safe. Second, for dating or retrospective dosimetric
applications typical calibrations doses go from
50 mGy up to several Grays. Therefore, the time
needed to deliver such a dose range depends in first
place on the source activity. To make the irradiation
time as short as possible, the irradiator should be
capable of delivering a dose rate of approximately 100
mGy/s. There is a third requirement related to the fact
that in the vicinity of the sample that is being irradiated,
there are other samples that will receive a percent of
the dose given to the first one (the cross talk). For a

specific arrangement the cross talk should be less
than 0.1-0.3%. Finally, to allow automated control, the
irradiator should be opened and closed electronically.

Irradiator Design

The basic design scheme is presented in figure 1.
A 22 mCi 90Sr/Y source is mounted in a rotating
metallic wheel. Turning around the wheel, the
source passes from the upper position (closed) to
the lower position (open). The wheel is
surrounded by a shield to reduce the radiation
output and serves as mechanical support.

An appropriated distribution of different materials is
used to reduce the photon output to a minimum level.
Using the MCNP-4A code, three different configurations
were evaluated. These configura-tions were brass-
lead, teflon-aluminum-brass-lead and graphite-brass-
lead.  In all the cases, an external 1 cm wide lead
shield is considering. The overall irradiator dimensions
are 106 mm diameter and 117 mm height.

As it is shown in the figure 2, the calculated photon
output per emitted electron of the two last
configurations is two times lower than the brass-
lead configuration. Based on technological
considerations the teflon-aluminum-brass-lead
configuration was selected for further development.
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Shielding Effectiveness

As any other radiation hazard instrument, there are a
group of requirements that should be fulfilled. One of
these requirements is to assure a permissible level
of radiation emission.  Figure 3 shows the
measurements made in several points of the
irradiator surface for the cases when the irradiator is
open and when it is closed. The results indicate the
sufficient shielding effectiveness of the irradiator.

In order to secure the irradiator operation a
mechanical shutter has been introduced. This
mechanism prevents the irradiator to pass without
command to an open state. The irradiator also
possesses a blinking red light indicating the open
state of the irradiator. In case of power failure, the
irradiator has a mechanism that allows the
manual closing.  Non-flammable materials are
employed in the irradiator construction.

Dose Rate and Cross-Talk

For dating or retrospective dosimetric applications
typical calibrations doses go from 50 mGy up to
several Grays. The time needed to deliver such a

dose range depends in first place on source
activity. For such a reason the selection of a proper
activity will determine the time efficiency of the
sample calibration process. Figure 4 shows the
results of the simulation made with the MCNP
code of the dose given to a 150 μm mono-layer of
quartz laying over a steel disc, when a 30 mCi
90Sr/Y source is used. The graphic indicates a
calculated dose rate of 10 mGy/s, which seems
low if it is compared with similar arrangements.

To validate the simulation procedure, was carried
out an experiment in which the quartz was
replaced by GR-200 (LiF,Mg,Cu,P)
thermoluminescence dosimeters. Using a
reference source, the GR-200 chips were primarily
calibrated and then they were irradiated using our
irradiator and the TL response was subsequently
determined. The results of this study together with
the results of the simulation of the dose delivered
to these dosimeters are presented in figure 5.  As
it is observed, the calculated dose resulted to be
lower than the experimental value.  Later analysis
of this result indicates that an underestimation of
the source activity has been made due to a wrong
geometrical factor.

Figure 1. The basic design scheme.

Figure 2. Photon output per emitted electron for different
configurations.

Figure 3.a) Measured dose rate. The irradiator is closed.

Figure 3.b) Measured dose rate. The irradiator is open.
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Even when the simulation, as it has been made,
has a limited value to estimate the absolute
dose rate, an estimation of the dose given to
quartz samples can be done if the mismatch
between the experiment and the simulated value
for the dose given to GR-200 (4.72) is
extrapolated to the case of quartz samples. In
that case the dose rate for quartz would be
approximately 58 mGy/s. Such a value is much
more alike to the expected one.

In the other hand, the simulation has a great value
to assess the cross-talk, i.e. the percentage of
dose given to an adjacent non-irradiated sample.
Cross-talk can be extracted from figures 4 and 5,
specially from cases when the central sample is
inside the irradiator aperture. Those are the
closest to the real configurations, since the

Figure 5. Dose vs. GR-200 horizontal position. Position
1(- 18.8 mm), position 2 (0 mm), position 3 (18.8 mm),
position 4 (37.5 mm). Filled symbols represent
experiment, unfilled symbols represent the simulation.

Figure 4. Dose rates vs. radial distance up to the center
of the quartz sample. n Samples are 5 mm below the
bottom of the irradiator.  g Central sample is 10 mm over
the bottom, the rest as in the previous case.

samples are planed to be lifted from a multi-
sample holder up to the irradiation position inside
the irradiator.

The results of the evaluation of the cross-talk are
presented in the table.  As it is observed, in all the
cases the results satisfy the requirement
presented above. The significant differences
between the results between quartz and the GR-
200 are due to certain differences in the
experimental conditions. In the real situation the
conditions will be closer to the case of the
experiment of the GR-200.

Irradiator cross-talk. The position of the samples
in the experiment and in the simulation is the
same than in the planed installation

The analysis of figures 4 and 5 allows concluding
he convenience of the sample lifting to increase
the dose rate while the cross-talk is reduced. For
example, according to the results presented in the
figure 4, the dose rate in the position of the lifted
sample is almost a order higher, while the cross-
talk is 50 times lower.

Electronic control

A servomotor has been added to perform the
open-close operations. The time used by this
system to complete the operation is 1-1.5 s. This
system is crucial to perform the electronic control
of the irradiator.

CONCLUSIONS

The presented design has proved to meet all the
requirements presented to any instrument in its
class. It also complies with the needs of the
specific destination for which it was designed.
Moreover, from the analysis of the dose distribution
several recommendations have arisen to the
design of the whole installation.
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aplicaciones de las técnicas nucleares, la seguridad nuclear, la protección radiológica, salvaguardias y no
proliferación, energía nuclear e información pública, entre otros. Los trabajos no deben exceder las 10
cuartillas, incluidas ilustraciones y tablas. En las tablas e ilustraciones se seguirán las mismas
indicaciones que rigen para los artículos de la sección Ciencias Nucleares. Las secciones son las
siguientes: Panorama Nuclear, Ámbito Regulatorio, Salvaguardias y No Proliferación, En la Espiral e
Innovación Tecnológica.

Los artículos están sujetos a la aprobación del Consejo Editorial.

INFORMACIÓN GENERAL

Los trabajos que no se acepten se devolverán al autor.

Los autores recibirán de forma gratuita un ejemplar de la revista donde aparece publicado su artículo.

VÍAS DE PRESENTACIÓN

En la redacción de la revista:
Calle 20, No. 4111-4113 e/ 18A y 47, Playa, Ciudad de La Habana, Cuba
correo electrónico: nucleus@cubaenergia.cu


